Boosting MLLM Reasoning with Text-Debiased Hint-GRPO
—Supplementary Material-

S1 Theoretical Analysis

This work uncovers a phenomenon (termed “text-bias””) wherein the MLLM trained with GRPO tends to base their reasoning

primarily on text condition while neglecting image condition. To tackle this problem, this work proposes text-bias calibration,

which can directly emphasize the image condition in test-time. Inspired by CFG (classifier-free guidance) [2] in image

generation, text-bias calibration is conducted by first generating token logits from the MLLM under two conditions: with and

without image condition. Next, it calibrates the final token logits based on the differences between these two predictions.
Specifically, let ¢img and giext denote the image condition and text condition, then 7 (0¢|Gimg) = T0(0¢|¢img» Grext O<t)

and 7g(0;) = mg(0¢|qrext, 0<¢) represent the token logit predicted with and without image condition (note that 7y abbreviates

~ calibrated

the original 7). Finally, the calibrated token logit g (0t|gimg) is calculated as below following CFG (v is a hyper-
parameter controlling the intensity of image condition):

g T (04 |img) = 7o (0t |gimg) + 7 - (7o (0t|dimg) — 7o (o)),

Theoretical analysis: To address the text-bias problem where image conditions are ignored, we follow Classifier Guid-
ance [1] used in conditional image generation models to enhance the intensity of image condition on the final output. Clas-
sifier Guidance controls the intensity of conditional generation by adjusting the weight of the condition predictor with a ~y
coefficient. In the MLLM case, conditional control is calculated as below:

#5104 Gimg) = Rg(0r) + ¥+ (Fo(dimg|ot) — Fo(Gimg))-

However, unlike image generation with classifier models for image-to-condition mapping, in the MLLM field there are
no models for output-to-image mapping, i.e., T9(gimg|0¢). Therefore, we follow CFG (classifier-free guidance) that utilizes
Bayes’s theorem to tackle this problem. To this end, we first convert the token prediction logit 7 to token prediction
probability p, through a softmax operation.

A _ _ oxp7g(0r|gimg)  _ exp7g(0t[gimg)
Plorldimg) = o ime P2 ,
20, €xP 76(0;|qimg) 0t |imms
where Z,, |4, denotes the normalization term. Next, after applying a log operation on it, we have:

IOgﬁ(Otinmg) = 7AT0 (Ot|Qimg) - IOg Zot|q;mg‘

Other token prediction probability is calculated likewise, e.g., logp(0r) = 7g(0:) — log Z,,. Next, according to Bayes’s
theorem, we have:

P(0¢|Gimg ) P(Gimg) = D(Gimglor)p(o4)-
IOgﬁ(Ot‘(Jimg) + logﬁ(qmlg) = logﬁ(qimg|0t) + logﬁ(ot)'
log p(Gimg|0¢) — 10g P(Gimg) = 10g P(0¢|Gimg) — log p(oz).

In a real implementation, we can approximate the normalization terms as being equal. Finally, #w§a!ibrated (o, |, ) is
calculated as below:



5 P (04| Gimg ) = 70 (01) + 7 - (70 (qime|0r) — o (Gimg))
= To(ot) + 7 - (log (gimg|ot) — 10g P(Gime))
+ - (log Zq]mgm — log Zqimg)
~ fg(ot) + v - (log P(0t|gimg) — log P(or))
+- (log Zoylgimg — 108 Zo,)
= fo(0t) + 7 - (7o (0t|gimg) — 7o (0t))-

In practice, we find that this form of #galiPrated (o, g, is difficult to control with a single parameter -, as it deviates
significantly from the original 7y (0¢|gimg). Therefore, we replace 7g(o;) by 79 (0¢|gimg) to mitigate this problem, and the
final form of 7galibrated (o, |g, ) is calculated as below:

A5 (04| Gimg ) = 79 (0¢|Gimg) + 7+ (R0 (0¢|¢ime) — 7o (04))-
S2 More Experiments

S2.1 Training Time

Method \ Qwen2-VL-7B Qwen2.5-VL-3B
GRPO 10.4 8.9
Hint-GRPO 12.8 (+23.08%) 10.5 (+17.98%)

Table 1. Training time (Hours) comparison between the original GRPO and Hint-GRPO with adaptive hint strategy.

This section compares the training time between the original GRPO and Hint-GRPO with adaptive hint strategy in Ta-
ble 1 (M = 2), indicating that when M is small, Hint-GRPO adds only slightly additional training time over GRPO.
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