Diffusion-based Source-biased Model for Single Domain Generalized Object
Detection

Supplementary Material

1. Overview

In the supplementary material, we first show class-wise re-
sults on Urban Scene dataset and Real to Artist dataset.
(Sec. 2). We then conduct additional ablation studies (Sec.
3) and extend our method to FCOS backbone [35] to fur-
ther validate the effectiveness of the proposed method (Sec.
4). Consequently, we show model calibration (Sec. 5) and
present more detailed designs of our method (Sec. 6). Fi-
nally, we provide more visualization results (Sec. 7).

2. The Class-wise Results
2.1. Urban Scene Dataset

Results on Daytime Clear Scene. Table | shows the model
performance on the source domain. Our method achieves
the best results of 60.2 % mAP, outperforming the vanilla
FR by 4.0 %. Furthermore, our method improves upon UFR
by 1.6%, demonstrating that training with source-style fea-
tures alone allows the detector to capture domain-specific
knowledge, thus providing supplementary information for
supervised learning and enhancing the model’s performance
on the source domain.

Table 1. Quantitative results on the Daytime Clear scene.

Methods ‘Bus Bike Car Motor Person Rider Truck‘mAP
FR [29] 66.9 459 69.8 46.5 50.6 494 64.0 | 56.2
SW [29] 62.3 429 533 499 392 462 60.6 | 50.6

IBN-Net [26] [63.6 40.7 53.2 459 38.6 453 60.7 |49.7
IterNorm [14] | 58.4 342 424 441 31.6 40.8 555 |439
ISW [2] 629 446 535 492 399 483 609 |513
CDSD [41] 68.8 509 539 562 418 524 68.7 |56.1
CLIPGap [38] |55.0 47.8 67.5 46.7 494 46.7 547 |525

UFR [4] 668 51.0 70.6 558 498 485 674|586
AFDA [3] S - - - | 528
Ours |69.7 52.8 69.4 562 477 53.9 714 |60.2

Results on Daytime Foggy Scene. Compared to the day-
clear scene, objects in foggy scene images appear blurred
due to the scattering of light, reducing the images’ visibil-
ity and detail. As shown in Table 2, the proposed SDG-
DiffTection achieves 41.1 % mAP, outperforming previ-
ous methods by at least 1.5 %. Additionally, compared to
vanilla Faster-RCNN, our method demonstrates a signifi-
cant improvement in average precision (AP) for the bike,
car and Rider categories, achieving gains of 12.8%, 9.2%,
and 9.1%, respectively. These results suggest the superior-
ity of our method.

Table 2. Quantitative results on the Daytime Foggy scene.

Methods \Bus Bike Car Motor Person Rider Truck\mAP
FR [29] 345 29.6 493 262 330 351 267|335
SW [26] 30.6 362 44.6 251 307 34.6 23.6 308

IBN-Net [25] [29.9 26.1 445 244 262 335 224|296
IterNorm [14] | 29.7 21.8 424 24.4 26 333 216|284
ISW [2] 29.5 264 492 279 307 348 240|318
CDSD [41] 329 28 488 298 325 382 241 |335
CLIPGap [38]|36.2 342 579 34.0 387 43.8 251 |385
SRCD [38] 364 30.1 524 313 334 40.1 27.7 | 359
PDOC [18] 36.1 345 584 333 405 442 262 |39.1

UEFR [4] 369 358 61.7 337 395 422 275 |39.6
AFDA [3] - - - - - - 37.2
Ours ‘38.9 424 585 319 427 442 289 ‘41.1

Table 3. Quantitative results on the Dusk Rainy scene.

Methods ‘Bus Bike Car Motor Person Rider Truck‘mAP
FR [29] 342 21.8 479 160 229 185 349 |28.0
SW [26] 352 167 50.1 104 20.1 13.0 38.8 |26.3

IBN-Net [25] | 37 14.8 503 114 173 133 384 |26.1
IterNorm [14] |32.9 14.1 389 11.0 155 11.6 357 | 228
ISW [2] 347 160 50.0 11.1 178 12.6 38.8 | 259
CDSD [41] 37.1 19.6 509 134 197 163 40.7 | 282
CLIPGap [38]|37.8 22.8 60.7 16.8 26.8 18.7 424 |323
SRCD [38] 395 214 50.6 119 20.1 17.6 40.5 |28.8
PDOC [18] 394 252 609 204 299 165 439 |33.7

UFR [4] 37.1 218 679 164 274 179 439 [332
AFDA [3] - - - - - s
Ours 1374 297 67.4 308 327 249 49.5 389

Table 4. Quantitative results on the Night Rainy scene.

Methods ‘Bus Bike Car Motor Person Rider Truck‘mAP
FR [29] 213 7.7 28.8 6.1 89 103 16.0 | 142
SW [26] 223 7.8 27.6 02 10.3 100 17.7 | 13.7

IBN-Net [25] |24.6 10.0 284 09 8.3 9.8 18.1 | 143
IterNorm [14] |21.4 6.7 22.0 09 9.1 10.6 17.6 |12.6
ISW [2] 225 114 269 04 9.9 9.8 175 | 14.1
CDSD [41] 244 116 295 938 10.5 114 192 | 16.6
CLIPGap [38]|28.6 12.1 36.1 9.2 123 9.6 229 |18.7
UFR [4] 299 11.8 36.1 94 13.1 105 233|192
SRCD [38] 265 129 324 038 102 125 24.0 | 17.0
PDOC [18] 256 12.1 358 10.1 142 129 229 |19.2
AFDA [3] - - - - - - - 24.1

Ours ‘29.9 18.6 399 194 20.2 22.6 274 ‘25.4

Results on Dusk Rainy Scene. The Dusk Rainy scene is
affected by both low light conditions and rainy weather,
leading to a substantial domain shift from source daytime



Table 5. Quantitative results on the Clipart scene.

Method ‘place bike bird boat bottle bus car cat chair cow table dog horse motor. person plant sheep sofa train tv ‘mAP
FR [29] 199 516 17 219 272 49.6 255 9.1 351 9.1 254 3 292 489 30.1 403 9.1 6.7 352 21 |257
AFDA [3]| 344 644 227 27.0 45.6 59.2 329 7.0 46.8 55.8 289 145 444 58.0 552 52.1 14.8 384 425 339|389
Ours \37.8 709 32.1 254 553 535 343 11.8 494 532 333 168 494 513 56.8 447 19.2 41.7 40.0 36.8\ 40.7

Table 6. Quantitative results on the Night Clear scene.

Table 7. Quantitative results on the Watercolor scene.

Methods | Bus Bike Car Motor Person Rider Truck | mAP Method | bike bird car cat dog person | mAP

FR [29] 435 31.2 49.8 175 363 292 43.1 | 358 FR [29] 85.7 425 364 29 18.7 54.5 44.5

SW [26] 387 29.2 498 166 315 28.0 402|334 AFDA [3] | 904 51.8 519 439 359 702 | 574

IBN-Net [25] |37.8 273 49.6 151 292 27.1 389 |32.1

IterNorm [14] |38.5 23.5 389 158 266 259 38.1 |29.6 Ours | 952 564 572 450 449 666 | 60.9

ISW [2] 38.5 285 49.6 154 319 275 413|332

CDSD [41] 140.6 35.1 507 19.7 347 321 434 36.6 Table 8. Quantitative results on the Comic scene.

SRCD [28] 43.1 325 523 20.1 348 315 429 |36.7

CLIPGap [38]|37.7 343 58.0 192 37.6 285 429 |369 - -

PDOC[18] [40.9 350 59.0 213 404 299 429 |385 Method | bike bird car cat dog person | mAP

UEFR [4] 43.6 38.1 66.1 147 49.1 264 475 |40.8 FR 397 9.1 239 0.1 9.1 22.2 18.9

AFDA [3] - - - - - - - | 425 AFDA [3] | 54.1 169 30.1 25 274 459 33.2

Ours ‘45.2 40.8 60.6 209 502 334 503 ‘43.1 Ours ‘ 57.6 242 332 274 292 46.4 ‘ 36.3
Table 9. Effectiveness of different losses.

clear images. Table 3 present§ that our metbod achieves Caw  Lowmr | DF DR NS NR | Ave

the best 38.9 % mAP, showing a 10.7% improvement v 97 378 419 " 356

over CDSD. Notably, our method consistently outperforms v 104 382 425 247 | 365

CDSD across all categories, highlighting that our source- 7 /[ 4L1 389 431 254 | 371

biased object detector can learn more discriminative fea-
tures.

Results on Night Rainy Scene. Similar to the dusk rainy
scene, images captured in night rainy scene also exhibit
the combined challenges of low-light conditions and rainy
weather, compromising the generalization capability of ob-
ject detectors. The performance comparison is shown in
Table 4. Compared to the two leading methods, AFDA and
PDOC, our method achieves improvements of 1.3 % and
6.2 % mAP, respectively. Additionally, we observe that fea-
ture normalization-based methods have a poor performance
in motor category, while our method achieves 19.1 % mAP,
demonstrating the effectiveness of our approach in handling
challenging weather conditions.

2.2. Real to Artist Dataset

Tables 5, Table 7 and Table 8 present the class-wise re-
sults on Pascal VOC to Clipart, Watercolor, and Comic
datasets, respectively. Our proposed method consistently
outperforms AFDA by at least 1.6 % mAP. Furthermore, on
the Comic dataset, our method surpasses AFDA across all
categories, demonstrating the effectiveness and robustness
of our approach.

3. More Ablation Studies

3.1. Effectiveness of Different Losses

As shown in Table 9, we further conduct experiments to
demonstrates the effectiveness of L4, and L,,,;. We ob-
serve that without Ly;,, the performance demonstrates a
significant drop of 1.5 % mAP, highlighting the importance
of storing diverse style information in the proposed mem-
ory modules. Additionally, removing L, leads to a 0.6 %
mAP reduction, which implies the critical role of maintain-
ing vision-language alignment at the pixel level.

3.2. Hyperparameters Analysis

We first analyze the sensitivity of hyperparameters o and
[, which control relative importance of reconstruction loss
and diversity loss, respectively. As shown in Table 10, Ta-
ble 11 and Table 12, our model achieves optimal perfor-
mance when « = 0.1, § = 0.1 and v = 0.1. We then
explore the effect of memory length A in Table 13. The
performance continues to grow until M = 32, which sug-
gests that too many elements stored in memory may lead
to undesirable redundancy, while too few elements may not
adequately represent diverse style information.



Table 10. Hyperparameters analysis of a.

a | DF DR NS NR | Avg

0.01 40.4 38.5 42.4 24.4 36.4
0.05 40.8 38.6 42.7 24.9 36.8
0.1 41.1 38.9 43.1 254 371
0.5 40.6 38.8 42.5 24.7 36.7
1.0 40.1 38.1 41.9 23.6 359

Table 11. Hyperparameters analysis of S.

8 | DF DR NS NR | Avg

0.01 41.0 38.6 42.8 24.9 36.8
0.05 41.2 38.7 429 253 37.0
0.1 41.1 38.9 43.1 254 371
0.5 41.0 38.6 429 252 36.9
1.0 40.7 38.6 42.6 25.1 36.8

Table 12. Hyperparameters analysis of .

| DF DR NS NR | Avg

0.01 41.1 38.5 42.9 24.7 36.8
0.05 41.0 38.8 43.0 25.1 37.0
0.1 41.1 38.9 43.1 254 371
0.5 41.3 38.5 429 25.3 37.0

1 40.9 38.9 422 24.9 36.7

Table 13. Hyperparameters analysis of M.

M | DF DR NS NR | Avg

8 40.3 37.9 423 24.7 36.3
16 40.8 38.6 42.7 253 36.9
32 41.1 38.9 43.1 254 371
64 41.0 38.7 429 25.1 36.9

3.3. Effect of CLIP Initialization.

We present the effect of CLIP-initialization on different
methods in Table 14. The results show that all methods con-
sistently improve detection performance, highlighting the
crucial role of model weight initialization in domain gener-
alization tasks. Furthermore, compared to previous meth-
ods, our approach achieves the best performance with 40.9
% mAP, demonstrating the effectiveness of our diffusion-
based framework combined with CLIP-initialized features.

3.4. Effect of Different Noise.

We further give a detailed analysis of different noise in Ta-
ble 8. All augmented feature-based noise consistently out-
performs Gaussian noise, enabling the diffusion model to
fully understand practical distribution differences. Addi-
tionally, we explore some other common data augmenta-
tion methods, such as normalization perturbation (NP) [7]
in feature space and image corruption [3] in input space,
as alternative noise sources, which lead to 0.8 % and 0.5 %
performance degradation, indicating the effectiveness of our

proposed augmented method. Note that compared to Table
5 in our paper, we use these augmented features as noise but
not directly input into denoising step. The performance gap
the diffusion process can help enhance data diversity.

Table 14. Effect of external CLIP Initialization. All results are
reproduced by official code.

Methods | C | DF DR NC NR | Avg
FR v | 365 294 363 168 | 298
OA-Mix[17] | v | 395 356 391 184 | 332
AFDA [3] v | 398 399 436 258 | 37.1
Ours | v | 432 409 447 266 | 389

Table 15. Effect of using different augmentation methods as noise.

| DF DR NS NR | Avg
Gaussian Noise 389 358 39.7 221 | 34.1
NP [7] 40.6 387 425 255 | 36.8
Image Corruption [3] | 40.9 382 429 251 | 36.8
Ours | 411 389 431 254|371

4. Extend to FCOS

To further prove the effectiveness of our proposed method,
we extend our method to a one-stage detector, namely
FCOS [35]. Following [3], we adopt FCOS with ResNet50
as the feature backbone, and the results are shown in Table
16 Compared to the baseline FCOS, our method achieves
performance gains of 12.8 %, 15.5 %, 14.4 %, 9.9 % and 7.2
% on Daytime Clear, Daytime Foggy, Dusk Rainy, Night
Sunny and Night Rainy scenes, respectively.

Table 16. Results of our method with FCOS baseline on the Urban
Scene Detection dataset, where our model is trained on Daytime
Clear (DC) and tested on Daytime Foggy (DF), Dusk Rainy (DR),
Night Sunny (NS) and Night Rainy (NR).

| DC | DF DR NS NR

FCOS 42.1 24.2 239 28.6 14.1
Ours 54.9 39.7 38.3 38.5 21.3

5. Model Calibration

Figure | shows the calibration curves of Faster R-CNN and
our proposed method across multiple unseen domains. We
observe that our calibration curves are closer to the diago-
nal line, indicating that our method achieves better model
calibration and more reliable model predictions.
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Figure 1. Reliability Diagram for different target domains.

6. The Designs of the Proposed Method

To use a diffusion model in latent space, we adopt a U-Net
structure [32] as shown in Figure 2. We simply adopt lin-
ear attention to interact input features and condition embed-
dings to reduce the calculation cost. Besides, we take mean
memory as an example to illustrate the memory update pro-
cess in Figure 3.

U-Net f,

Noise input

Time step E
embedding
m

Condition input

1aNsay
19NsaY

uonuany
aeaury

Jeaur]

1aNsaY
19NSs3Y
uonuany

uonusnY
Jeaur]

Figure 2. The detailed structure of U-Net.
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Figure 3. Illustration of updating mean memory module.

7. More Visualization

We provide a visualization of the detection results obtained
by CLIPGap [38] and our method on five weather condi-

tions in Figure 4, Figure 5 and Figure 6. Specifically, as
shown in the third column of Figure 4, we observe that our
method provides accurate label for the Truck, while CLIP-
Gap misclassifies it as Car. This suggests that our method
can generate more discriminative features, effectively re-
ducing the false positives caused by misclassification. Fur-
thermore, our approach demonstrates superior capability in
distinguishing foreground from background regions, partic-
ularly under challenging weather conditions (e.g., the first
column in Figure 4(a)).



Figure 4. Visualization of detection result on Daytime Clear. Top row: The predictions of CLIPGap [38]. Bottom row: The predictions of

our proposed method.
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Figure 5. Visualization of detection result on (a) Daytime Foggy and (b) Dusk Rainy. Top row: The predictions of CLIPGap [38]. Bottom

row: The predictions of our proposed method.
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Figure 6. Visualization of detection result on (a) Night Rainy and (b) Night Sunny.
row: The predictions of our proposed method.

Top row: The predictions of CLIPGap [38]. Bottom
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