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1. Implementation details

For training the semantic expression model, we use the fol-
lowing importance weight in eq. 1 of the main manuscript.
λrec = 1.0, λcycle = 1.0, λdelta = 0.01, λedge = 10000
and λeyes = 0.01. Details for the model’s architecture are
provided Tab. 1.

For the expression capture model, the following impor-
tance weight are used in eq. 2 of the main manuscript:
λcode = 10, λlmks = 1 and λdomain = 0.005. For the
gradient reversal, we use a scale factor equal to 1. Details
for the model’s architecture are provided Tab. 2.

2. MultiREX additional details

We built the MultiREX benchmark from 8 identities from
the MultiFace dataset [4]. We selected a single Range-of-
Motion (ROM) sequence per identity, where the subjects
perform a large variety of facial movements, including ex-
treme expressions. For each ROM video, we consider 5
camera views, with the exception of identity ‘002914589’
which only includes 4 (due to a camera failure). In total,
we use 39 distinct videos. The benchmark comprises 10k
ground truth meshes and 49k images. We note that while
the original Multiface dataset contains 13 identities, we did
not consider 5 subjects that either: (i) did not contain the
range-of-motion sequence, (ii) had a camera failure for the
frontal video or (iii) had videos that cropped a large portion
of the subject’s face.

Fig. 1 presents a frame for the different views used for
evaluation, using the frame we manually selected for neu-
tral representation of each individual. This is followed
by the corresponding ground-truth mesh under the multi-
face topology and finally by the wrapped equivalent under
the FLAME topology. FLAME neutrals are obtained us-
ing commercial software (Wrap 3D1), by first aligning each
multiface mesh to the FLAME basehead with a rigid align-
ment with manually selected keypoints around eyes, nose,
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Figure 1. The 5 camera views used in MultiREX (left-to-right),
followed by the corresponding ground-truth mesh under the Mul-
tiface and FLAME topology. We show all 8 subjects in the bench-
mark.

and mouth, then wrapping the mesh for topology conver-
sion.
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Function Details
Eexp

• SpiralConv (x5) (3, 32) → (32, 32) → (32, 32) → (32, 64) →
(64, 64)

• Linear: Linear(3392, 64)

Eid
• SpiralConv (x5) (3, 32) → (32, 32) → (32, 32) → (32, 64) →
(64, 64)

• Linear: Linear(3392, 64)

Dmesh
• Linear: Linear(128, 3392)
• SpiralConv (x5) (64, 64) → (64, 32) → (32, 32) → (32, 32) →
(32, 3)

Table 1. Model architecture for the semantic expression model.

Function Details
Eimg

• ConvNeXt-B()

Hcode
• ResBlock (x3): Linear(512, 512)→ GELU→ GroupNorm(32, 512)
• Linear: Linear(512, 64)

Hlmks
• Linear: Linear(512, 128)

Cd
• GradientReversal()
• Linear: Linear(512, 256)→ GroupNorm(16, 256)→ GELU
• ResBlock (x2): Linear(256, 256)→ GELU→ GroupNorm(16, 256)
• Linear: Linear(256, 1)

Table 2. Model architecture for the expression capture model.

3. Ablations on the semantic expression model

We ablate the eye closure loss Leyes and edge loss Ledge
in Fig. 2. Without Leyes, eye closure is incomplete dur-
ing blinks. The edge loss follows existing practice [1] and
improves animations’ edge flow (removing jagged lines) to
better support downstream animator needs. We will include
these figures in the supplementary material.

The evaluation is inspired by the REALY benchmark [2].
Four masks are considered in the Multiface topology, as
illustrated in Fig. 3. For a given mesh under evaluation,
we first perform a rigid alignment of the evaluated regions
from the ground truth to the generated mesh. For cheek and
mouth, the rigid alignment is done with the combination of
the mouth and cheek mask. After rigid alignment, we com-
pute the mean vertex distance between the ground truth and

the alignment mesh part.

4. More qualitative results
4.1. Comparison on MultiREX benchmark
In this section, we show more visual comparison against
state-of-the-art methods on the MultiREX benchmark. Re-
sults are reported in Fig. 4, Fig. 5 and Fig. 6 for different
subjects under different viewing angles. Our method shows
robustness against side view changes and preserves better
the subject’s expression compared to other methods that
generate less consistent expression over different views.

4.2. Comparison on in-the-wild images
Fig. 7, we show more qualitative results for in-the-wild re-
targeting to other subjects and considering different source



Figure 2. Ablation on Leyes and Ledge.

Figure 3. Visual representation of the forehead, nose, mouth, and
cheek region masks used for our part-based evaluation. Masks do
not overlap from one to another.

expressions. Our model is more faithful to the source ex-
pression in most scenarios while accounting for the face
morphology and through its semantic expression model.

4.3. Challenging in-the-wild capture
We complete the evaluation of our expression capture model
with challenging in-the-wild captures and some failure
cases Fig. 8. Our model shows some robustness to light-
ing conditions, but can fail in cases of external occlusions,
and motion blur. Motion blur is particularly problematic in
video frames, resulting in jittery capture. The overall ro-
bustness of our method is in part dependent on the quality
of the real landmarks used for training, obtained using an
off-the-shelf detector.

5. Real-time processing

On a 2080Ti GPU (batch size of 1), the expression encoder
takes 20.6 ms on average, and the mesh decoder takes 5.5
ms, for a total of 26.1 ms (38.3 FPS). This does not include
bounding box detection.
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Figure 4. Additional captures on the proposed MultiREX bench-
mark

6. Synthetic dataset
Fig. 9 shows samples from our synthetic dataset used to
train our expression capture model. Rendering is done us-
ing Blender, with the Cycles renderer. We use randomly
selected environment maps2. We use the same meshes and
textures for teeth and eyes for all subjects. They are placed
procedurally based on the vertex positions of the eyelids and
jaw.

We emphasize that the generation of our synthetic
dataset does not require 3D modeling for hair, facial acces-
sories, or clothes, contrary to [3].
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Figure 5. Additional captures on the proposed MultiREX bench-
mark
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Figure 6. Additional captures on the proposed MultiREX bench-
mark
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Figure 9. Random synthetic data samples.
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