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1. Background: Dynamic Time Warping

Dynamic Time Warping (DTW) [3] is a widely used method
for aligning and comparing two sequences, such as time se-
ries, that may vary in length or exhibit local accelerations
and decelerations. Unlike the Euclidean distance, which re-
quires sequences to be of the same length and aligned in
time, DTW is robust to temporal shifts and distortions, mak-
ing it a popular choice in speech, gesture, and time-series
analysis [1].

Let X = [x1, . . . ,xm] ∈ Rm×d and Y =
[y1, . . . ,yn] ∈ Rn×d denote two sequences of possibly
different lengths m and n, where d is the feature dimen-
sion. The pairwise dissimilarity between sequence ele-
ments is encoded in a cost matrix C ∈ Rm×n, with en-
tries Ci,j = δ(xi,yj) for a chosen distance function δ (e.g.,
squared Euclidean).

An alignment between X and Y is represented by a bi-
nary matrix A ∈ {0, 1}m×n, where Ai,j = 1 indicates
that xi is matched to yj . The set of all valid alignments,
Am,n, enforces monotonicity and continuity constraints so
that alignments are contiguous and order-preserving.

DTW computes the minimum total alignment cost over
all valid alignments:

DTW(X,Y) = min
A∈Am,n

⟨A,C⟩,

where ⟨A,C⟩ =
∑m

i=1

∑n
j=1 Ai,jCi,j is the Frobenius in-

ner product. This optimization can be efficiently solved by
dynamic programming in O(mn) time and space.

Limitations DTW’s flexibility enables robust sequence
comparison and alignment, even when sequences are
stretched or compressed in time. However, a key limita-
tion of DTW is that it is not differentiable with respect to its
inputs, as the minimum over alignments introduces discon-
tinuities. This non-differentiability makes DTW unsuitable
as a loss function in gradient-based learning frameworks.

*Equal Contribution

Soft-DTW Differentiable Relaxation To address this,
soft-DTW [1] replaces the hard minimum in DTW with
a differentiable soft-minimum (log-sum-exp) operator, pa-
rameterized by a smoothing parameter γ > 0. The soft-
minimum operator is defined as:

minγ{a1, . . . , aK} = −γ log

K∑
k=1

exp

(
−ak

γ

)
.

The soft-DTW cost is then given by:

soft-DTWγ(X,Y) = minγ {⟨A,C⟩ : A ∈ Am,n} .

As γ → 0, soft-DTW recovers the original DTW; for γ > 0,
it aggregates the costs of all possible alignments, weighting
them exponentially by their cost. This smoothing ensures
that soft-DTW is differentiable everywhere with respect to
its inputs, enabling its use as a loss function for end-to-end
training of models that output sequences.

2. Additional Result Discussion

2.1. Impact of Query Length on Performance
Fig. 1 shows the performance of MATR across different
query lengths on ActivityNet-VRL. We observe that mIoU
remains relatively stable across varying query lengths, in-
dicating that MATR effectively captures relevant moments
regardless of the duration of the query. In contrast, R@1
demonstrates a slight downward trend as query length in-
creases. This suggests that while MATR can maintain align-
ment with longer queries in terms of overlap (mIoU), accu-
rately retrieving the exact match (R@1) becomes slightly
more challenging for longer queries.

2.2. MATR Scalability and Efficiency
Our model with 4 layers on both encoders was sufficient to
achieve strong performance. We perform additional experi-
ments by varying number of layers. Increasing the number
of layers from 4 to 6 led to only a 0.3% improvement in
R@1 (54.8 to 55.1), despite a 25.4% increase in parameters
(82.7M to 103.7M).
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Figure 1. Performance comparison of MATR on varied query
length using ActivityNet-VRL. The mIoU remains relatively sta-
ble across different query lengths, while R@1 shows a slight
downward trend as query length increases.

3. Dataset Details
Table 1 presents a comparative analysis of the SportsMo-
ments dataset and ActivityNet-VRL dataset [2]. The ta-
ble highlights the number of query-target pairs and action
classes in each dataset’s training, validation, and testing
splits. The SportsMoments dataset consists of 750,393 pairs
spanning 16 classes in the training split, making it signifi-
cantly larger and more focused than the ActivityNet-VRL
dataset, which has 462,872 pairs distributed across 160
classes. In the validation and testing splits, SportsMoments
contains 10,000 pairs each, with 4 classes and 9 classes, re-
spectively. In contrast, ActivityNet-VRL includes only 829
pairs and 978 pairs spanning across 20 classes each for val-
idation and testing respectively. These statistics underscore
the tailored structure and scalability of the SportsMoments
dataset for diverse training and evaluation scenarios.

Dataset Split # Pairs # Classes

SportsMoments
Train 750,393 16
Val 10,000 4
Test 10,000 9

ActivityNet-VRL [2]
Train 462,872 160
Val 829 20
Test 978 20

Table 1. Comparison between ActivityNet-VRL and our proposed
dataset SportsMoments.

Dataset Type Mean Median Max. Min.

SportsMoment Target Video 98.3 98.2 208.8 35.4
Query Video 6.0 5.0 66.0 1.0

ActivityNet-VRL Target Video 38.2 29.3 191.5 1.3
Query Video 8.2 7.2 57.2 0.5

Table 2. The mean, median, max, and min lengths (in seconds)
of the unique target and query videos in the SportsMoments and
ActivityNet-VRL datasets.

Table 2 provides insights into the temporal characteris-
tics of the unique target and query videos in the SportsMo-
ments dataset. The mean duration of target videos is 98.3

a) Target Video Lengths b) Query Video Lengths

Figure 2. We visualize the distribution of a) target video durations
and b) query video durations in our proposed dataset, SportsMo-
ments.

Video Action Classes

Figure 3. Frequency distribution of action classes in the
SportsMoments dataset. The dataset comprises a wide range of
actions across the two sports, including frequent activities such as
”header,” “four,” and “throw,” as well as less common ones like
“red card” and “uppercut.” The figure highlights the variation in
class occurrences, reflecting the diversity and imbalance in real-
world sports scenarios.

seconds, with a median duration of 98.2 seconds. These
videos have a maximum duration of 208.8 seconds and a
minimum of 35.4 seconds, showcasing their relatively long
and consistent lengths. On the other hand, query videos
are significantly shorter, with a mean duration of 6 seconds,
a median duration of 5 seconds, a maximum length of 66
seconds, and a minimum of 1 second. These contrasting
temporal scales reflect the dataset’s emphasis on connecting
succinct queries with comprehensive target contexts. For
the ActivityNet-VRL dataset, target videos are shorter on
average compared to those in SportsMoment, with a mean
duration of 38.2 seconds and a median of 29.3 seconds. The
maximum duration of these videos is 191.5 seconds, while
the minimum is 1.3 seconds, indicating a wider range of
temporal lengths. Similarly, query videos in ActivityNet-
VRL are slightly longer than those in SportsMoment, with
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Table 3. YouTube IDs used for SportsMoments dataset creation. We used 80 videos for dataset curation.

a mean duration of 8.2 seconds, a median of 7.2 seconds,
a maximum length of 57.2 seconds, and a minimum of
0.5 seconds. These statistics highlight the diverse tempo-
ral characteristics of the two datasets, emphasizing their
complementary nature for tasks involving video-to-video
grounding and retrieval.

Figure 2 visualizes the duration distribution of the target
and query videos, highlighting the dataset’s temporal diver-
sity. Figure 3 illustrates the frequency of annotated seg-
ments across action classes, providing an overview of the
class distribution in the SportsMoments dataset.

The 29 classes in our proposed benchmark dataset
SportsMoments are as follows: yorker, bouncer, full toss,
wide ball, cover drive, six, four, pull shot, sweep shot,
ducking a bouncer, uppercut, catching, run-out, stumping,
LBW, run, goal, sliding tackle, off side, free kick, corner,
goal kick, header, throw, yellow card, red card, substitute,
penalty, and save. These action classes included in the
SportsMoments dataset span a diverse range of activities
from cricket (e.g., yorker, cover drive, LBW) and soccer
(e.g., goal, sliding tackle, yellow card). The dataset covers
a good breadth of actions, highlighting its applicability to
multi-sport analysis and video understanding tasks.

4. SportsMoments Dataset Curation
The construction of query and target videos follows a sys-
tematic process. Each annotated segment in the dataset
serves as a potential query video associated with its cor-
responding action class. To create a target video, the an-
notated segment is offset by a duration ranging between 30
to 60 seconds on either side, i.e., both towards the start and
end of the segment. Additionally, a scaling factor of 25% of
the annotated segment’s duration is applied to this offset to
account for variability in segment lengths.

During the annotation phase, to maintain data quality, we

ensured that immediately overlapping segments (represent-
ing the same action occurring within 2 seconds) are merged
into a single segment. Furthermore, since the dataset uses
full-length matches for annotation, the number of overlap-
ping segments across different classes is negligible, ensur-
ing that the dataset remains clean and avoids ambiguities.

Each pair in the dataset consists of a short clip acting as
a query video coupled with a longer target video belonging
to the same action class. For the creation of training pairs,
we adopt a strategy similar to that used in [2]. A query
video can be paired with all target videos of the same class.
Unlike [2], which generates such exhaustive pairings on the
fly, we precompute and store all possible pairs during the
dataset creation process.

For the test and validation splits, we curate a fixed set
of 10,000 pairs for each split. These splits are designed to
ensure fair representation of all classes, thereby enabling
balanced evaluation across the dataset.

5. YouTube IDs used in SportsMoments

We also release the YouTube IDs of videos used in our
dataset, 80 in total as shown in Table 3. For cricket, we
have a total of 64 videos, 26 of which are full length twenty
over games, 9 are fifty over games, 26 of which are high-
lights of different matches, one of which is a part of a full
length match and 3 videos are that of a single day Test-
match innings. The remaining 16 matches are that of full
length football matches from various leagues.
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