
AU-Blendshape for Fine-grained Stylized 3D Facial Expression Manipulation

Hao Li1,2, Ju Dai2,*, Feng Zhou3, Kaida Ning2, Lei Li4,5, Junjun Pan1,2,∗

1Beihang University, 2Peng Cheng Laboratory, 3North China University of Technology,
4University of Washington, 5University of Copenhagen

{lih09, daij, ningkd}@pcl.ac.cn, zhoufeng@ncut.edu.cn, lilei@di.ku.dk, pan junjun@buaa.edu.cn

*Corresponding authors

1



AU-Blendshape for Fine-grained Stylized 3D Facial Expression Manipulation

Supplementary Material

1. Rationale
In this paper, we contribute a facial action unit blend-
shape guided dataset, AUBlendSet, for fine-grained styl-
ized facial expression manipulation. Meanwhile, we pro-
pose AUBlendNet for generating stylized AU-Blendshape
control bases. Extensive experiments demonstrate the po-
tential and importance of AUBlendSet and AUBlendNet in
3D facial animation tasks.

This supplemental document contains six sections:
• Section A describes the selected facial AUs in detail;
• Section B gives the FACS coding table to build the map-

ping relations between common expressions and AUs;
• Section C illustrates the fine-grained AU-guided facial

expression manipulation interface;
• Section D provides the specific contents of the user study;
• Section E conducts ablation analysis for the key compo-

nent designing and parameter setting of AUBlendNet;
• Section F describes the supplemental video.

Section A
The facial AU describes facial muscle movement and pro-
vides a reasonable interactive control basis for facial ex-
pression manipulation. Considering that some eye AU
movements only involve varying degrees of movement,
to achieve maximum fine-grained expression manipulation
while ensuring good interaction, we simplify the description
of eye AU to reduce redundancy while removing the AU de-
scriptions of tongue and head posture. Thus, we ultimately
retain 32 AU for AU-Blendshape representations. Table 1
gives the detailed information of selected facial AUs.

Table 1. AU selection and description.
AU1 AU2 AU4 AU5

Inner brow raiser Out brow raiser Brow lowerer Upper lip raiser
AU6 AU7 AU9 AU10

Cheek raiser Lid tightener Nose Wrinkler Upper lip raiser
AU11 AU12 AU14 AU15

Nasolabial deepener Lip corner depressor Dimpler Lip corner depressor
AU16 AU17 AU18 AU20

lower lip depressor Chin raiser Lip Pucker Lip stretcher
AU22 AU23 AU24 AU25

Lip Funneler Lip Tightener Lip pressor Lip part
AU26 AU27 AU28 AU29

Jaw Drop Mouth stretch Lip Suck Jaw thrust
AU30L AU30R AU33 AU45

Jaw sideways (left) Jaw sideways (right) Cheek blow Blink
AU61 AU62 AU63 AU64

Eyes turn left Eyes turn right Eyes up Eyes down

Section B
The FACS provides the mapping rules of facial AUs and
expressions, enabling users to manipulate and generate

corresponding target expressions with our AUBlendNet
quickly [1]. Table 2 illustrates the mapping relationships
for seven common expressions and action units.

Table 2. FACS mapping table for common expressions.

Expresions Action Units
Happy AU6 +AU12
Sad AU1+AU4+AU15
Surprise AU1+AU2+AU5+AU27
Fear AU1+AU2+AU4+AU5+AU7+AU20+AU26
Anger AU4+AU5+AU7+AU9+AU23
Disgust AU9+AU5+AU16
Contempt AU4+AU14+AU64

Section C
With AUBlendSet and AUBlendNet, we can achieve fine-
grained facial expression manipulation with diversified
emotions. We designed a control interface where users can
freely combine different AUs and control their activation
strength, as illustrated in Figure 1.

Figure 1. Illustration of AU control interface.

Section D
We compare our AUBlendNet with ARkit-based [2] and
one-hot-based emotion control based on LGLDM [3] for
facial expression manipulation. All the methods are devel-
oped to create corresponding facial programs, as shown in
Figure 2. We recruited 32 participants to evaluate the emo-
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Figure 2. Visualization diagrams of user study manipulation program. (a) AUBlendNet, (b) Arkit-based, (c) One-hot based.

tional face generation results of our AUBlendNet, Arkit-
based, and one-hot-based methods. Participants are asked
to manipulate seven different facial expressions for six char-
acters and evaluate the degree of manipulation freedom, in-
teractiveness, generation satisfaction, style consistency, and
response time during the editing process using five scales.
The detailed evaluation contents of the questionnaire are
shown in Figure 3. We report the statistical results in Figure
7 in the paper. Our model consistently obtains the best or
equivalent performance.
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Figure 3. User study evaluation contents.

Table 3. Ablation experiments. NoL denotes the number of layers.

Model MSES ↓ MESM ↓
(×10−9) (×10−9)

AUCodeBook NoL = 4 8.71 13.86
AUCodeBook NoL = 6 5.36 9.51
AUCodeBook NoL = 8 4.55 7.62
AdaLN-Zeros NoL =4 7.84 12.26
AdaLN-Zeros NoL =6 4.91 8.33
AdaLN-Zeros NoL =8 4.55 7.62

Cross-Attention 5.54 8.96
AdaLN-Zeros 4.55 7.62

Section E
We conduct a series of ablation experiments to validate the
selection of key designs of AUBlendNet for stylized facial
expression manipulation. The results are shown in Table 3.

Firstly, we compare the performance variations of the
AUCodeBook with different layer numbers and set the layer
number of AdaLN-Zeros to 8. It can be found that as the
layer number increases, the 3D emotional face error of dif-
ferent metrics is also reduced. Secondly, we compare the
AdaLN-Zeros with different layer numbers and set the layer
number of AUCodeBook to 8. We observe that when the
layer number increases, the model also performs better. Fi-
nally, we compare different conditional injection strategies,
that is, the Cross-Attention and AdaLN-Zeros. The results
in Table 3 show that condition injection through AdaLN-
Zeros performs better than the Cross-Attention manner.

Section F
The demonstration video first introduces our stylized
AUBlendSet dataset, consisting of many character themes.
We then give several examples of the corresponding AU-



Blendshape control bases. Subsequently, we present the
visualization of stylized facial expression manipulation re-
sults for seven emotions. Finally, we demonstrate the
performance of combining AUBlendNet with traditional
speech-driven methods for fine-grained stylized emotional
facial animation.
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