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Supplementary Material

A. Case Study for OBS Decipherment
To evaluate the decipherment capabilities of OracleFusion,
we applied it to both undeciphered and deciphered OBS, as
shown in Figure 1. In the first two rows, OracleFusion gen-
erates location, semantic, and visual results for an undeci-
phered character, providing plausible interpretations, such
as “drooping crops” and “thorny seeds,” that could offer
valuable clues for expert analysis. In the last two rows, Ora-
cleFusion accurately replicates the structure and meaning of
a deciphered character, closely matching the ground truth.
These results demonstrate its effectiveness in capturing both
the semantic essence and structural details of OBS, support-
ing its potential as a valuable tool in OBS decipherment.
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Figure 1. Results of unseen undeciphered and deciphered OBS.

B. Applications of OracleFusion
In this section, we explore additional applications of Oracle-
Fusion, emphasizing its potential to advance the decipher-
ment of oracle bone script. The black-and-white glyphs pro-
duced by our model, enriched with semantic information,
can be effectively employed as inputs for state-of-the-art
frameworks such as the Depth-to-Image in Stable Diffusion
2 [3] and the Scribble-to-Image generation in ControlNet-
SDXL 1.0 [4]. This integration highlights OracleFusion’s
ability to generate structured and interpretable outputs, en-
abling downstream models to leverage these representations

for image-based analysis and reconstruction tasks. These
results further illustrate the versatility of OracleFusion as a
foundational tool for bridging symbolic representation and
computational decipherment methodologies.

B.1. Depth-to-Image Post-Processing
In this subsection, we employ the Depth-to-Image in Stable
Diffusion 2 [3] as a post-processing step to enhance the out-
puts of our method by incorporating color and texture. The
results, presented in Figure 2, highlight the effectiveness
of integrating depth-to-image processing for improving the
visual fidelity and interpretability of the generated illustra-
tions. This approach demonstrates the potential for com-
bining generative and post-processing techniques to further
refine and contextualize the outputs of computational deci-
pherment systems.

B.2. Scribbles-to-Image Post-Processing
In this subsection, we utilize the results from our method as
conditional inputs to guide the Scribbles-to-Image genera-
tion in ControlNet-SDXL 1.0 [4] to produce natural images.
The results, presented in Figure 3, demonstrate the poten-
tial of integrating this framework to significantly enhance
the visual quality and realism of the generated illustrations.
This integration highlights the power of combining struc-
tured semantic information with advanced generative mod-
els to improve the fidelity and interpretability of computa-
tionally generated content.

C. Additional Decipherment Results
Figure 4 presents the decipherment results generated by Or-
acleFusion for previously undeciphered oracle characters.
For each character, the figure provides both grounding re-
sult and semantic typography result. Note that the different
colors of bounding boxes in the grounding results indicate
distinct concepts of key structural components. The con-
cepts are predicted by our method but omitted from the fig-
ure for clarity. This contribution aims to support scholars
and researchers in advancing the computational study and
linguistic analysis of ancient scripts.

D. User Study Details
To evaluate the effectiveness of our OracleFusion, we con-
ducted a user study on comparisons between Word-As-
Image [2], ClipDraw [1] and our method. Figure 5 shows
the description that participants read before answering the
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Figure 2. Examples of utilizing Depth-to-Image in Stable Diffusion 2 [3] as a post-processing step.

questions. As shown in Figure 6, for each oracle charac-
ter in our study, we present the initial glyph and three il-
lustrations generated by the aforementioned three methods.
Participants were asked to rate scores on semantics, visual
appeal, and glyph maintenance, respectively. In Figure 7,
we display some of the qualitative comparison results in our
user study.



Figure 3. Examples of utilizing Scribbles-to-Image with ControlNet-SDXL 1.0 [4] as a post-processing step.
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Figure 4. More grounding and semantic typography results for undeciphered oracle bone scripts. Note that the different colors of bounding
boxes in the grounding results indicate distinct concepts of key structural components. The concepts are predicted by our method but
omitted from the figure for clarity.



Figure 5. The description of our user study.

Figure 6. The description of our user study.
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Figure 7. More qualitative comparison results between ClipDraw, Word-As-Image, and our OracleFusion in our user study.
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