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A. Pi3DET: Construction & Statistics
In this section, we briefly outline the overview of the pro-
posed Pi3DET dataset, present detailed statistics, showcase
representative examples, analyze cross-platform discrepan-
cies, compare with existing 3D detection datasets, and de-
scribe the annotation toolkit used for precise 3D labeling.

A.1. Overview
Pi3DET is the first benchmark designed for 3D object detec-
tion across multiple robot platforms. Built upon M3ED [3],
our dataset consists of 25 sequences collected from three dis-
tinct platforms: Vehicle, Drone, and Quadruped.

In each sequence, detailed 10 Hz annotations are per-
formed for vehicle and pedestrian targets, resulting in a total
of 51,545 annotated frames. The dataset spans a wide range
of environmental conditions – including both daytime and
nighttime scenes – and encompasses urban, suburban, and
rural settings. This extensive and diverse benchmark offers
a valuable resource for advancing cross-platform 3D object
detection research.

A.2. Dataset Statistics
Tab. A summarizes the detailed statistics of the Pi3DET
dataset. In total, our dataset comprises 25 sequences col-
lected from three robot platforms: Vehicle, Drone, and
Quadruped.
• The Vehicle subset (eight sequences in total) contains
32,193 frames with approximately 346.95 million LiDAR
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Table A. Summary of the platform-level and sequence-level statistics of the proposed Pi3DET dataset.

Platform Condition Sequence # of Frames # of Points (M) # of Vehicles # of Pedestrians

Vehicle
(8)

Daytime
(4)

city hall 2, 982 26.61 19, 489 12, 199
penno big loop 3, 151 33.29 17, 240 1, 886
rittenhouse 3, 899 49.36 11, 056 12, 003
ucity small loop 6, 746 67.49 34, 049 34, 346

Nighttime
(4)

city hall 2, 856 26.16 12, 655 5, 492
penno big loop 3, 291 38.04 8, 068 106
rittenhouse 4, 135 52.68 11, 103 14, 315
ucity small loop 5, 133 53.32 18, 251 8, 639

Summary (Vehicle) 32,193 346.95 131,911 88,986

Drone
(7)

Daytime
(4)

penno parking 1 1, 125 8.69 6, 075 115
penno parking 2 1, 086 8.55 5, 896 340
penno plaza 678 5.60 721 65
penno trees 1, 319 11.58 657 160

Nighttime
(3)

high beams 674 5.51 578 211
penno parking 1 1, 030 9.42 524 151
penno parking 2 1, 140 10.12 83 230

Summary (Drone) 7,052 59.47 14,534 1,272

Quadruped
(10)

Daytime
(8)

art plaza loop 1, 446 14.90 0 3, 579
penno short loop 1, 176 14.68 3, 532 89
rocky steps 1, 535 14.42 0 5, 739
skatepark 1 661 12.21 0 893
skatepark 2 921 8.47 0 916
srt green loop 639 9.23 1, 349 285
srt under bridge 1 2, 033 28.95 0 1, 432
srt under bridge 2 1, 813 25.85 0 1, 463

Nighttime penno plaza lights 755 11.25 197 52
(2) penno short loop 1, 321 16.79 904 103

Summary (Quadruped) 12,300 156.75 5,982 14,551

All Three Platforms Summary (All) 51,545 563.17 152,427 104,809
(25)

points, along with 131, 911 vehicle and 88,986 pedestrian
annotations.

• The Drone subset (seven sequences in total) contains
7,052 frames, 59.47 million points, 14,534 vehicle anno-
tations, and 1,272 pedestrian annotations.

• The Quadruped subset (ten sequences in total) con-
tains 12,300 frames with 156.75 million points, 5,982 ve-
hicle annotations, and 14,551 pedestrian annotations.
Overall, Pi3DET consists of 51,545 frames and 563.17

million points, offering a diverse benchmark captured under
varying conditions (daytime and nighttime) and across ur-
ban, suburban, and rural environments, thereby providing a
comprehensive resource for real-world, cross-platform 3D
object detection research.

For each platform in the Pi3DET dataset, we collect com-
prehensive statistics to characterize the data from multiple
perspectives. Specifically, we compile point cloud distribu-
tion statistics including px, py, pz coordinates and intensity

values to capture spatial density and spread. In addition, we
gather 3D object statistics, such as the number of objects per
frame and the average number of points per bounding box,
to assess detection challenges across varying environments.
Finally, we documented 3D bounding box statistics, detail-
ing dimensions such as length (l), width (w), and height (h).
Details are provided in the following sections.

A.3. Dataset Examples
In this section, we present some examples that demonstrate
the rich diversity of the Pi3DET dataset. See Fig. F through
Fig. I for details.

Pi3DET encompasses a wide range of scenes and tem-
poral conditions. In particular, the quadruped platform is
capable of operating in complex environments such as un-
der bridges and on stairs, while the drone platform collects
aerial views with significantly different imaging characteris-
tics from the vehicle platform.
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Overall, the vehicle platform generally provides a slightly
downward-facing view; the quadruped platform offers an
upward view, yet its motion is highly dynamic and terrain-
dependent, leading to a broader distribution of view angles;
and the drone platform, although it typically captures targets
below, exhibits considerable jitter and a wider range of view
distributions due to its increased degrees of freedom.

Specifically, for the quadruped platform, Fig. F displays
several scenes captured in a skatepark, where the quadruped
is positioned very close to people, and the individuals appear
taller than the platform. Fig. H further shows the quadruped
traversing stairs and operating under bridges, where the ter-
rain induces significant tilting of the ego coordinate system.
These examples clearly demonstrate that the quadruped’s
viewpoint is markedly different from that of the vehicle,
leading to distinctly varied imaging effects.

For the drone platform, Fig. F and Fig. H illustrate sam-
ple frames captured during flight, showing that targets are
predominantly located below the drone. The drone’s inher-
ent jitter further contributes to imaging effects that differ
substantially from those observed on the vehicle platform.

In addition, Fig. G and Fig. I showcase data collected
under nighttime conditions across all three platforms. Col-
lectively, these examples underscore the rich diversity of the
Pi3DET dataset and highlight the unique challenges associ-
ated with cross-platform 3D object detection.

A.4. Cross-Platform Discrepancies
Our statistical analyses and visualizations reveal that cross-
platform discrepancies are primarily influenced by differ-
ences in the z-axis distribution, object geometry, and target
bounding box characteristics.

Tab. H, Tab. I, and J show that while the distributions
of x, y, and intensity are largely similar across platforms,
significant differences emerge along the z-axis. This is likely
attributable to variations in sensor mounting height and mo-
tion space: vehicles, with higher, fixed sensor mounts, tend
to produce point clouds concentrated just below the sensor
(with z values slightly below zero); quadruped platforms,
operating at lower heights near the ground, generate point
clouds with z values closer to zero; and drone platforms,
which operate at even greater altitudes, yield broader Z-axis
distributions that remain mostly below zero.

Furthermore, Tab. K, Tab. L, and Tab. M show that vehi-
cle targets typically measure around 4–5 meters in length, 2
meters in width, and 1.6–1.7 meters in height (with pedes-
trians around 1.7–1.9 meters). And the Vehicle platform
also exhibits a wider range of object sizes (including larger
vehicles like buses or trams exceeding 10 meters in length).

Analysis of the number of foreground objects and points
per bounding box (Tab. N, Tab. O, Tab. P) further indicates
that the Vehicle platform generally contains more diverse and
numerous targets, while some sequences from the Drone and

Quadruped platforms may include only pedestrian targets.
In summary, our analyses demonstrate that differences in

ego height and motion space significantly affect the z-axis
distribution of LiDAR point clouds, leading to inconsistent
object representations and spatial misalignments across plat-
forms. These discrepancies pose considerable challenges for
developing robust cross-platform 3D detection methods.

A.5. Comparisons with Other Datasets
In our experiments, we leverage two widely recognized
datasets: nuScenes [2] and KITTI [7] to evaluate cross-
platform and cross-dataset 3D object detection. Both
datasets have distinct characteristics that contribute to the
domain gap. Below is a summary of their key attributes:
• nuScenes [2] is a large-scale autonomous driving dataset

collected from urban environments in Boston and Sin-
gapore. It employs a 32-beam LiDAR (Velodyne HDL-
32E) alongside high-resolution cameras and radar to pro-
vide a comprehensive, multimodal view of complex urban
scenes. The dataset encompasses approximately 1,000
scenes, with each scene lasting around 20 seconds, and
includes roughly 28,130 training frames, 6,019 validation
frames, and 6,008 test frames. These frames capture a
wide variety of weather conditions, traffic densities, and
dynamic urban scenarios, making nuScenes a challenging
benchmark for 3D object detection and tracking tasks.

• KITTI [7] is one of the pioneering datasets for au-
tonomous driving research, widely recognized for its high-
quality 3D annotations and real-world driving scenarios.
Captured using a 64-beam LiDAR (Velodyne HDL-64E)
mounted on a vehicle, KITTI provides precise 3D point
clouds over suburban and urban landscapes under rela-
tively consistent weather conditions. The dataset is divided
into roughly 7,481 training frames and 7,518 test frames,
with detailed labels for objects such as vehicles, pedestri-
ans, and cyclists. The comprehensive sensor data and an-
notations have established it as a fundamental benchmark
for evaluating 3D object detection algorithms, despite its
smaller scale compared to more recent datasets.
Tab. B provides an overview of key discrepancies across

datasets and platforms. The nuScenes dataset, collected
using a 32-beam LiDAR, offers a balanced set of urban road
scenes with both daytime and nighttime data. In contrast,
KITTI, captured with a 64-beam sensor, presents higher
point density per scene but lacks nighttime data.

Pi3DET spans three platforms, each utilizing a 64-beam
LiDAR with a uniform angular range of [−22.5◦, 22.5◦].
The Vehicle subset focuses on road environments with abun-
dant training and validation frames, while the Quadruped
subset captures more diverse terrains, including roads, stairs,
and under bridges. The Drone subset, acquired in aerial en-
vironments, offers a comparable point density to the Vehicle
subset.
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Table B. Summary of the cross-platform and cross-dataset discrepancies in existing 3D detection datasets (nuScenes, KITTI, and ours).

Dataset Beam Beam Points Training Validation Night ConditionWays Angles per Scene Frames Frames

nuScenes [2] 32 [−30.0, 10.0] ∼ 25K 28, 130 6, 019 Yes Road

KITTI [7] 64 [−23.6, 3.20] ∼ 118K 3, 712 3, 769 No Road

Pi3DET
(Ours)

Vehicle
64 [−22.5, 22.5]

∼ 110K 16, 888 15, 305 Yes Road
Quadruped ∼ 87K 7, 204 5, 096 Yes Road, Stair, Under Bridge
Drone ∼ 110K 3, 584 3, 468 Yes Air

These differences highlight the diverse sensor configura-
tions and environmental conditions, underscoring the chal-
lenges inherent in cross-dataset and cross-platform 3D de-
tection.

A.6. Cross-Platform Annotation Toolkit
Our annotation process for Pi3DET is executed through a
streamlined three-stage pipeline, which is described below.

A.6.1. Pseudo-Label Generation
We pre-trained a diverse set of state-of-the-art 3D object
detectors (PV-RCNN [14], PV-RCNN++ [17], Voxel-RCNN
[5], IA-SSD [28], CenterPoint [26], and SECOND [21]) on
external datasets such as Waymo [18], nuScenes [2], and Lyft
[8], and then used these models to infer initial pseudo-labels
on the Pi3DET data.

A.6.2. Pseudo-Label Optimization and Filtering
We applied a kernel density estimation (KDE) algorithm to
fuse predictions from multiple 3D object detectors and used
the 3D multi-object tracking algorithm CTRL [6] to ensure
temporal consistency and to interpolate missed detections.

In addition, we employed the vision foundation model
Tokenize Anything (TA) [11] to project pseudo-labels onto
corresponding RGB images and verify object categories
within an open vocabulary. This step maps the TA outputs to
the Pi3DET classes (Vehicle, Pedestrian), with mismatches
flagged for manual review.

A.6.3. Manual Refinement
Using the open-source 3D annotation platform Xtreme11,
three annotators manually refined each frame on a per-box
basis. This process, which included cross-validation among
multiple annotators, ensured that the final annotations are
both precise and consistent.

This comprehensive annotation toolkit integrates modules
for data visualization, model pre-training, multi-object track-
ing, 3D bounding box editing, and vision model inference.
Although our automated framework greatly reduced the man-
ual workload, the inherent sparsity and irregularity of point

1https://github.com/xtreme1-io/xtreme1.

cloud data required an average of over 30 seconds of man-
ual intervention per frame, culminating in more than 500
hours of annotation effort for the entire Pi3DET dataset.

Our annotation pipeline is further illustrated by several
figures. Fig. A depicts the pseudo-label generation process,
where multiple pre-trained 3D detectors infer initial labels
from the raw Pi3DET data.

Fig. B and Fig. C demonstrate the pseudo-label optimiza-
tion and filtering stage, highlighting how kernel density es-
timation and the CTRL tracking algorithm fuse detector
outputs and maintain temporal consistency, while the Tok-
enize Anything model [11] verifies the projected labels on
RGB images.

Finally, Fig. D showcases the manual refinement inter-
face provided by the Xtreme1 platform, where annotators
conduct frame-by-frame corrections and cross-validation to
ensure high annotation accuracy. These visualizations un-
derscore the comprehensive and multi-faceted nature of our
annotation toolkit, which has been instrumental in achieving
a high-quality and consistent Pi3DET dataset.

A.7. License
The Pi3DET dataset and the associated benchmark are re-
leased under the Attribution-ShareAlike 4.0 International
(CC BY-SA 4.0)2 license.

B. Additional Implementation Details
In this section, we provide additional implementation details
to facilitate a thorough understanding and reproducibility of
our work. We begin by describing the construction of our
benchmark, which leverages data from three platforms in
Pi3DET, as well as two widely used datasets (nuScenes [2]
and KITTI [7]).

Based on these sources, we construct a total of eight
cross-platform and cross-dataset adaptation tasks. The cross-
platform adaptation tasks involve various combinations of
Vehicle, Drone, and Quadruped subsets from Pi3DET, while
the cross-dataset tasks evaluate the domain gap between
nuScenes and other vehicle data (Pi3DET and KITTI [7]).

2https://creativecommons.org/licenses/by-sa/4.
0/legalcode.
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Figure A. Model Pre-Training Interface: This interface enables the pre-training of various 3D detection models to generate initial pseudo
labels for subsequent processing.

Figure B. Pseudo-Label Filtering Interface: In this view, 3D bounding boxes are projected onto corresponding RGB images, facilitating
efficient and convenient filtering of pseudo labels.
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Figure C. Automatic Pseudo-Label Screening with TA [11]. This interface employs a vision foundation model (Tokenize Anything) to
automatically filter pseudo labels by verifying alignment with image content, with mismatched frames flagged for manual review.

Figure D. Manual Refinement Interface: Utilizing the open-source Xtreme1 platform, this interface allows annotators to perform detailed
frame-by-frame and box-by-box corrections, ensuring high-quality final annotations.
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Following the benchmark construction, we summarize
the notations used throughout our work in Tab. C for better
clarity. We then detail our training configurations and evalu-
ation protocols, which include specific settings used for both
detection and adaptation baselines. Finally, we provide an
overview of the detection baselines and adaptation baselines
employed in our experiments.

The subsequent subsections elaborate on these aspects
in detail, ensuring that all experimental and implementation
choices are clearly documented.

B.1. Benchmark Construction
Building upon three platforms from Pi3DET, as well as
the other two datasets (nuScenes [2] and KITTI [7]), we
construct a total of eight cross-platform and cross-dataset
adaptation tasks. These tasks are summarized as follows.
• Cross-Platform Adaptation:

– Pi3DET (Vehicle) → Pi3DET (Drone)
– nuScenes (Vehicle) → Pi3DET (Drone)
– Pi3DET (Vehicle) → Pi3DET (Quadruped)
– nuScenes (Vehicle) → Pi3DET (Quadruped)
– Pi3DET (Quadruped) → Pi3DET (Drone)
– Pi3DET (Drone) → Pi3DET (Quadruped)

• Cross-Dataset Adaptation:
– nuScenes → Pi3DET (Vehicle)
– nuScenes → KITTI
For the cross-platform adaptation tasks, we adopt PV-

RCNN [14] and Voxel-RCNN [5] as the base 3D detec-
tors. These state-of-the-art detectors utilize anchor-based
and center-based detection heads, respectively, thereby cover-
ing the most popular 3D detection settings and demonstrating
the generality of our approach.

For the cross-dataset adaptation tasks, we essentially em-
ploy the same configuration as in the cross-platform tasks;
however, when KITTI [7] serves as the target dataset, we
use the SECOND-IOU [21, 21] model, which is widely used
in current cross-dataset methods to facilitate direct compar-
isons with reported results and highlight the effectiveness of
our method. The data splits for each platform and dataset
are summarized in Tab. B.

B.2. Summary of Notations
For better readability, the notations used in this work have
been summarized in Tab. C.

B.3. Training Configurations
For all datasets, the detection range is fixed to
[−75.2m, 75.2m] along the X and Y axes and [−2m, 4m]
along the Z axis, with coordinate origins shifted to the
ground plane. The voxel size is consistently set to
(0.1m, 0.1m, 0.15m) across datasets. Data augmentation is
widely adopted during both pre-training and self-training;

Table C. Summary of notations defined in this work.

Notation Definition

β Platform type
S Symbol denoting the source platform
T Symbol denoting the target platform
P LiDAR point cloud
B 3D bounding box
N Total number of LiDAR point clouds
M Total number of 3D bounding boxes

(px, py, pz) Point coordinates in X, Y, Z directions
(cx, cy, cz) Center position of the 3D bounding box

l Length of the 3D bounding box
w Width of the 3D bounding box
h Height of the 3D bounding box
φ Heading angle of the 3D bounding box
ϕ Roll angle of the ego platform
θ pitch angle of the ego platform
ψ Yaw angle of the ego platform
T Ego pose
R Ego rotation
∆ϕ Random jitter added to the roll angle
∆θ Random jitter added to the pitch angle
FS RoI feature from source platform
FT RoI feature from target platform

this includes random world flipping, scaling, and rotation,
as well as random object rotation. In addition, Pi3DET-
Net incorporates Random Platform Jitter, where rotations
around the x and y axes (∆ϕ) are uniformly sampled from
[−5◦,+5◦].

Our pre-training framework is built upon the open-source
OpenPCDet project3 and is executed using two NVIDIA
Titan RTX GPUs. For cross-platform tasks, 3D detectors are
initially pre-trained on nuScenes with optimization settings
that include a batch size of 4 per GPU for 20 epochs, use
of the Adam optimizer with an initial learning rate of 0.01,
weight decay of 0.001, and momentum of 0.9.

For cross-platform tasks on Pi3DET, we extend the pre-
training to 40 epochs. In the cross-dataset adaptation tasks,
we use the detector weights pre-trained on nuScenes from
the ST3D++ framework4 to ensure fairness in comparisons.

B.4. Evaluation Protocols
We follow [22] and adopt the KITTI evaluation metric for the
common category Vehicle (referred to as Car in the KITTI
and nuScenes dataset). Our evaluation protocol uses the
official KITTI criteria, reporting average precision (AP) in
both bird’s-eye view (BEV) and 3D over 40 recall positions.

3https://github.com/open-mmlab/OpenPCDet.
4https://github.com/CVMI-Lab/ST3D.
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Mean average precision is computed with an IoU threshold
of 0.7 for cars and 0.5 for pedestrians and cyclists. For all
tasks and datasets, the prediction confidence threshold for
3D detectors is set to 0.2.

For 3D IoU, given a predicted 3D box Bp and its corre-
sponding ground truth Bgt, the IoU is calculated as:

IoU =
Vol(Bp ∩Bgt)

Vol(Bp ∪Bgt)
, (1)

For BEV, the IoU is computed similarly using the 2D
projections of the 3D boxes onto the ground plane.

The average precision (AP) is computed as follows:

AP =
1

40

40∑
i=1

pinterp(ri) , (2)

where ri represents the i-th recall threshold (typically evenly
spaced over the recall range), and pinterp(ri) is the interpo-
lated precision defined as follows:

pinterp(ri) = max
r̃≥ri

p(r̃) , (3)

with p(r̃) denoting the precision at recall r̃ .

B.5. Summary of Detection Baselines
The following 3D object detection methods are used as base-
lines in our Pi3DET benchmark.
• PV-RCNN [14] is a two-stage 3D detection framework

that effectively combines voxel-based and point-based rep-
resentations. In the first stage, the model aggregates voxel
features into keypoints via a voxel set abstraction module,
which enables efficient proposal generation. In the second
stage, PV-RCNN employs a RoI grid pooling module that
leverages point-wise features to refine the candidate pro-
posals, thereby achieving high localization accuracy and
robust performance.

• Voxel-RCNN [5] is another two-stage detector that pri-
marily relies on voxel representations. It integrates a voxel
feature encoder for both proposal generation and refine-
ment, enabling precise region proposal extraction from
high-dimensional sparse data. The design emphasizes ef-
ficient voxel-based processing, reducing computational
overhead while maintaining competitive accuracy in 3D
object detection.

• SECOND [21], also termed as Sparsely Embedded Convo-
lutional Detection, is a one-stage 3D detector that capital-
izes on sparse convolutional networks to process voxelized
point clouds. By converting irregular point cloud data into
a structured voxel representation, SECOND applies sparse
convolution operations to efficiently extract features and
directly predict object classes and bounding boxes in a
single forward pass. This design achieves a favorable

trade-off between detection speed and accuracy, making
it a popular baseline in many 3D detection studies. Fol-
lowing the design proposed in ST3D++ [23], we improve
the SECOND detector by incorporating an additional IoU
head to estimate the IoU between object proposals and
their corresponding ground truths, naming the modified
detector SECOND-IoU.
In our experiments, PV-RCNN and Voxel-RCNN are two-

stage detectors that respectively employ anchor-based and
center-based detection heads, while SECOND is a one-stage
detector. This comprehensive setting covers a broad range
of popular 3D detection designs, thereby demonstrating the
generality of our proposed approach.

B.6. Summary of Adaptation Baselines

The following cross-domain 3D object detection methods
are used as baselines in our Pi3DET benchmark.
• ST3D [22] is a self-training pipeline designed for cross-

dataset adaptation on 3D object detection from point
clouds. ST3D consists of three key components: 1) Ran-
dom Object Scaling (ROS), which mitigates source do-
main bias by randomly scaling 3D objects during pre-
training; 2) Quality-Aware Triplet Memory Bank (QTMB),
which generates high-quality pseudo labels by assessing
localization quality and avoiding ambiguous examples;
and 3) Curriculum Data Augmentation (CDA), which pro-
gressively increases the intensity of data augmentation
to prevent overfitting to easy examples and improve the
ability to handle hard cases. ST3D iteratively improves
the detector on the target domain by alternating between
pseudo label generation and model training, achieving
state-of-the-art performance on multiple 3D object detec-
tion datasets, even surpassing fully supervised results in
some cases.

• ST3D++ [23] introduces a holistic pseudo-label denois-
ing pipeline to reduce noise in pseudo-label generation
and mitigate the negative impacts of noisy pseudo labels
on model training. The pipeline consists of three key
components: 1) Random Object Scaling (ROS), which
reduces object scale bias during pre-training; 2) Hybrid
Quality-Aware Triplet Memory (HQTM), which improves
the quality and stability of pseudo labels through a hybrid
scoring criterion and memory ensemble; and 3) Source-
Assisted Self-Denoised Training (SASD) and Curriculum
Data Augmentation (CDA), which rectify noisy gradi-
ent directions and prevent overfitting to easy examples.
ST3D++ achieves state-of-the-art performance on mul-
tiple 3D object detection datasets, even surpassing fully
supervised results in some cases, and demonstrates robust-
ness across various categories such as cars, pedestrians,
and cyclists. The method is model-agnostic and can be
integrated with different 3D detection architectures.

• MS3D++ [19] is a multi-source self-training framework
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Table D. Ablation study on the adverse effects of the random object
scaling (ROS) operation on the pseudo label quality.

Method ROS AP@0.70 AP@0.50

PV-RCNN [14] ✗ 37.84 / 30.20 39.83 / 39.28
✓ 17.96 / 12.02 29.26 / 24.58

SECOND-IOU [21] ✗ 32.47 / 28.21 38.76 / 37.25
✓ 19.75 / 10.40 36.14 / 31.94

designed for cross-dataset 3D object detection. The
method addresses the significant performance drop (70-
90%) that occurs when 3D detectors are deployed in un-
familiar domains due to variations in lidar types, geogra-
phy, or weather. MS3D++ generates high-quality pseudo-
labels by leveraging an ensemble of pre-trained detectors
from multiple source domains, which are then fused using
Kernel-density estimation Box Fusion (KBF) to improve
domain generalization. Temporal refinement is applied
to ensure consistency in box localization and object clas-
sification. The framework also includes a multi-stage
self-training process to iteratively improve pseudo-label
quality, balancing precision and recall. Experimental re-
sults on datasets like Waymo [18], nuScenes [2], and Lyft
[8] demonstrate that MS3D++ achieves state-of-the-art per-
formance, comparable to training with human-annotated
labels, particularly in Bird’s Eye View (BEV) evaluation
for both low and high-density lidar. The approach is highly
versatile, allowing easy integration with various 3D detec-
tor architectures and data augmentation techniques without
modifying the inference runtime of the detector.

• ReDB [4] aims to generate reliable, diverse, and class-
balanced pseudo labels to iteratively guide self-training on
a target dataset with a different distribution. The frame-
work includes a cross-domain examination (CDE) to as-
sess pseudo label reliability, an overlapped boxes count-
ing (OBC) metric to ensure geometric diversity, and a
class-balanced self-training strategy to address inter-class
imbalance.

C. Additional Experimental Analyses

In this section, we present additional results to complement
the findings reported in the main paper. First, we provide
further quantitative results that reinforce our evaluation of
cross-platform and cross-dataset adaptation performance.
Next, we offer qualitative results with visual examples that
highlight both the strengths and potential weaknesses of our
approach. Finally, we analyze failure cases to identify spe-
cific scenarios where our method struggles, thereby offering
insights for future improvements.

Figure E. Comparisons of inference results in a continuous static
scene using PV-RCNN with and without ROS. The red boxes
indicate ground truth, while the blue boxes denote predictions
from the detector. Despite the ego vehicle and surrounding objects
remaining static, the ROS-pretrained PV-RCNN yields variable
predictions, whereas the model without ROS produces much more
stable and consistent outputs.

C.1. Additional Quantitative Results

C.1.1. Adverse Effects of Random Object Scaling (ROS)
Random Object Scaling (ROS) is a data augmentation tech-
nique introduced in ST3D [22] for cross-dataset 3D object
detection. The primary goal of ROS is to enhance the diver-
sity of foreground objects in the source domain by randomly
scaling the sizes of ground-truth bounding boxes. This aug-
mentation strategy aims to mitigate the bias inherent in object
size distributions, thereby improving the detector’s ability to
extract robust foreground features.

In cross-dataset tasks such as nuScenes [2] → KITTI [7],
Waymo [18] → KITTI [7], and Waymo [18] → nuScenes
[2], ROS has demonstrated considerable benefits and has
been adopted by subsequent methods, including ST3D++
[23] and ReDB [4].

However, our experiments on the Pi3DET dataset reveal
that ROS has a deleterious effect on pseudo-label quality,
particularly in high-frequency annotated data. Pi3DET is
annotated at 10 Hz, meaning that in consecutive frames,
although the LiDAR point clouds exhibit subtle variations
due to sensor noise and slight motion, the positions and sizes
of foreground objects remain essentially constant.

Under these conditions, ROS inadvertently exaggerates
minor variations in object size, causing the detector to pro-
duce inconsistent predictions across similar frames. For
instance, when evaluating a nuScenes → Pi3DET (Vehicle)
cross-dataset task, we observed that PV-RCNN [14] and
SECOND-IoU [21] models pre-trained with ROS experi-
enced performance drops of approximately 60% and 63%
respectively in AP3D, as detailed in Tab. D.

Further analysis indicates that the adverse effects of ROS
are mainly due to its sensitivity to high-frequency data. As
illustrated in Fig. E, in a continuous scene where both the
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Table E. Ablation study on the effect of different angle setups in
the proposed Random Platform Jitter (RPJ).

Angle Vehicle to Quadruped Vehicle to Drone
AP@0.70 AP@0.50 AP@0.70 AP@0.50

±0◦ 38.61 / 26.84 40.64 / 39.22 57.29 / 36.62 58.92 / 56.19
±3◦ 40.87 / 28.46 44.14 / 41.21 61.95 / 40.52 63.89 / 59.75
±5◦ 42.54 / 30.03 46.54 / 43.02 56.47 / 34.69 56.23 / 54.65
±8◦ 30.55 / 21.41 35.29 / 30.88 41.03 / 26.17 48.65 / 42.58

ego vehicle and surrounding objects are static, the ROS aug-
mentation leads to varying outputs even though the actual
scene remains unchanged, whereas detectors without ROS
produce much more temporally stable pseudo labels. This in-
consistency in the predictions results in a higher rate of false
negatives and false positives during pseudo-label generation,
thereby misleading the subsequent self-training process.

Consequently, to ensure a fair comparison and maintain
stable pseudo label quality, we opted not to apply ROS dur-
ing the pre-training phase for all our experiments on the
Pi3DET dataset. For completeness, we also evaluated vari-
ants of ST3D [22] and ST3D++ [23] without ROS during
self-training. Our findings underscore that, while ROS can
be beneficial in datasets with lower annotation frequencies,
its application in high-frequency scenarios like Pi3DET can
be counterproductive, and thus must be carefully reconsid-
ered for such settings.

C.1.2. Ablation Study on Random Platform Jitter (RPJ)
In our analysis of cross-platform LiDAR imaging discrep-
ancies, we identified ego motion – specifically, sensor jitter
– as a key factor induced by different platform dynamics.
Vehicles typically travel on smooth, gently sloping roads, so
their 6D ego poses (relative to the world coordinate system)
exhibit minimal or gradual changes in pitch and roll.

In contrast, the Quadruped platform, although also operat-
ing on the ground, experiences significant variations in pitch
and roll due to mechanical vibrations and unique actions
(such as crouching, standing, and turning). The Drone plat-
form, with its greater degrees of freedom, exhibits an even
broader distribution of view angles. This motivated our use
of Random Platform Jitter during pre-training to simulate
these dynamic variations.

To explore the impact of jitter augmentation, we experi-
mented with three settings for randomly rotating the scene
around the x and y axes: ±3◦, ±5◦, and ±8◦. Our ex-
periments were conducted using the PV-RCNN model on
two cross-platform tasks: Pi3DET (Vehicle) → Pi3DET
(Quadruped) and Pi3DET (Vehicle) → Pi3DET (Drone).
The results are shown in Tab. E.

We observed that a jitter range of ±5◦ yields a 3.2
AP@0.7 gain for the Vehicle-to-Quadruped task, while a
smaller range of ±3◦ is more effective for the Vehicle-to-
Drone task, resulting in a 4.3 AP@0.7 gain. We note that

larger jitter angles, such as ±8◦, can cause the point cloud to
exceed the pre-defined detection range, limiting their practi-
cal utility.

These results indicate that the optimal jitter setting is task-
specific and likely depends on the intrinsic sensor placement
and motion characteristics of the platform. We believe that
while the current settings are effective for the Pi3DET bench-
mark, other platforms may require tailored augmentation
parameters. Moreover, our findings highlight a broader chal-
lenge: truly robust 3D detectors should ideally be invariant
to viewpoint changes, yet current state-of-the-art models,
due to their reliance on regularized point cloud represen-
tations, often lose genuine viewpoint robustness from the
outset. Future research should continue to explore methods
that overcome these limitations.

C.1.3. Ablation Results on Cross-Dataset Task
Tab. F summarizes our cross-dataset adaptation results for
the nuScenes → Pi3DET (Vehicle) task. In this setting, we
compare several state-of-the-art methods using two base
detectors, PVRCNN [14] and VoxelRCNN [5], and report
AP in both BEV and 3D at IoU thresholds of 0.70 and 0.50.
The table reveals several key observations: the Source Only
model, trained solely on the nuScenes dataset, suffers from a
considerable performance drop when directly applied to the
Pi3DET (Vehicle) target dataset, underscoring the significant
domain shift.

In contrast, adaptation methods such as ST3D and
ST3D++ markedly improve performance by leveraging self-
training strategies. Our proposed method, Pi3DET-Net,
achieves the highest AP scores among the compared methods
on both PVRCNN and VoxelRCNN settings. For instance,
under the PV-RCNN configuration, Pi3DET-Net attains an
AP of 64.29% in BEV and 54.76% in 3D (at an IoU of 0.70),
which is substantially higher than the other methods, and it
significantly narrows the gap to the fully supervised target
performance. Overall, our method closes a large portion of
the performance gap between the Source Only baseline and
the Oracle (fully supervised) model.

C.1.4. Cross-Platform 3D Detection Benchmark
In this section, we detail our cross-platform detection bench-
mark built on the Pi3DET dataset and analyze the perfor-
mance of several state-of-the-art 3D detection algorithms
under the AP@0.5 metric. We evaluate detectors from three
design paradigms – point-based, grid-based, and point-grid-
based – to comprehensively assess their cross-platform per-
formance.
Dataset Settings. For our experiments, we select the penno
big loop sequence from the Vehicle platform as the train-
ing set, which contains a large number of Vehicle targets
to ensure robust feature learning. The test set comprises
three platforms: the Vehicle platform uses the city hall
sequence, the Quadruped platform uses the penno short
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Table F. Comparisons among state-of-the-art 3D detection algorithms for nuScenes → Pi3DET (Vehicle) adaptation. We report the
average precision (AP) in “BEV / 3D” at the IoU thresholds of 0.70 and 0.50, respectively. Symbol ‡ denotes algorithms w.o. ROS. All
scores are given in percentage (%). The Best and Second Best scores under each metric are highlighted in Red and Blue, respectively.

Setting Method PV-RCNN [15] Voxel RCNN-C [5]
AP@0.70 AP@0.50 AP@0.70 AP@0.50

nuScenes [2] → Pi3DET (Vehicle)

Source Dataset 37.84 / 30.20 39.83 / 39.28 45.13 / 34.14 53.27 / 51.20

SN [20] 23.23 / 14.91 38.27 / 33.51 - / - - / -
ST3D [22] 55.40 / 37.92 63.26 / 57.67 50.89 / 39.10 56.83 / 55.32
ST3D‡ [22] 56.42 / 44.40 64.11 / 58.37 52.55 / 40.47 58.75 / 56.1
ST3D++ [23] 58.55 / 47.19 60.23 / 59.72 54.48 / 43.99 60.03 / 57.46
ST3D++‡ [23] 58.93 / 47.34 60.75 / 60.33 53.83 / 44.16 59.59 / 57.05
REDB [4] 51.65 / 43.50 58.70 / 52.70 - / - - / -
MS3D++ [19] 59.48 / 50.83 65.92 / 64.89 56.14 / 47.61 62.58 / 61.50
Pi3DET-Net 64.29 / 54.76 66.77 / 66.21 57.12 / 48.98 63.36 / 61.03

Target Platform 70.48 / 62.77 75.28 / 70.13 68.47 / 58.44 73.29 / 68.56

Table G. Cross-platform 3D detection benchmark. We report the average precision (AP) in “BEV / 3D” at the IoU thresholds of 0.7. All
scores are given in percentage (%). ”-C”, ”-A” mean detectors with Anchor-based or Center-based detection head.

Category Method Vehicle Quadruped Drone AverageAP@0.50 AP@0.50 AP@0.50

Grid-Based Detector

PointPillar [10] 61.39 / 59.86 46.81 / 37.46 56.13 / 49.03 54.78 / 48.78
SECOND-IOU [21] 62.95 / 60.31 54.63 / 44.31 60.02 / 56.43 59.20 / 53.68
CenterPoint [26] 62.48 / 60.91 52.79 / 40.88 60.90 / 53.38 58.72 / 51.72
PillarNet [12] 60.12 / 58.57 46.88 / 36.36 53.82 / 46.29 53.61 / 47.07
Part A∗ [16] 64.41 / 63.10 56.07 / 46.89 65.24 / 57.37 61.91 / 55.79
Transfusion-L [1] 59.28 / 56.77 52.41 / 38.41 59.74 / 48.63 57.14 / 47.94
HEDNet [27] 57.14 / 54.38 50.56 / 35.77 58.05 / 46.52 55.25 / 45.56
SAFNet [9] 53.01 / 50.48 48.95 / 36.68 59.80 / 48.77 54.00 / 45.31
Part A∗ + Ours 63.21 / 61.47 57.26 / 49.16 67.82 / 60.01 62.76 / 56.88

Point-Based Detector

PointRCNN [13] 51.71 / 51.04 48.45 / 41.50 59.10 / 52.31 53.09 / 48.28
3DSSD [25] 52.72 / 51.98 52.68 / 43.07 62.32 / 54.63 55.91 / 49.89
IA-SSD [28] 58.62 / 57.61 68.77 / 56.65 69.50 / 60.10 65.63 / 58.12
DBQ-SSD [24] 54.28 / 53.87 62.89 / 54.77 65.63 / 58.74 60.93 / 55.79
PointRCNN + Ours 57.80 / 57.23 49.76 / 45.83 62.53 / 59.25 56.70 / 54.10

Grid-Point Detector

PV-RCNN [14] 67.02 / 66.57 56.37 / 57.64 67.19 / 59.66 63.53 / 61.29
PV-RCNN-C [14] 60.24 / 60.08 51.58 / 42.12 53.77 / 52.66 55.20 / 51.62
PV-RCNN++-A [17] 67.59 / 67.20 57.91 / 47.95 67.78 / 60.14 64.43 / 58.43
PV-RCNN++-C [17] 60.37 / 60.20 51.45 / 48.39 61.90 / 53.12 57.91 / 53.90
VoxelRCNN-A [5] 70.32 / 66.27 57.31 / 51.50 67.66 / 59.62 65.10 / 59.13
VoxelRCNN [5] 60.21 / 60.03 52.29 / 49.04 61.91 / 59.86 58.14 / 56.31
PV-RCNN++ + Ours 66.33 / 65.90 68.15 / 59.20 70.47 / 67.43 68.32 / 64.18

loop sequence, and the Drone platform uses the penno
parking 1 and penno parking 2 sequences. These
test sequences were collected in scenes similar to those in
the training set to provide a fair evaluation of cross-platform
detection performance.

Implementation Details. Our training framework is also

built upon the open-source OpenPCDet project5 and is exe-
cuted using two NVIDIA Titan RTX GPUs. For training, 3D
detectors are optimized with a batch size of 4 per GPU over
40 epochs, using the Adam optimizer with an initial learn-
ing rate of 0.01, weight decay of 0.001, and momentum of

5https://github.com/open-mmlab/OpenPCDet
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0.9. The data augmentation strategy remains consistent with
that used for both cross-platform and cross-dataset tasks. In
our experiments, we selected the best-performing detector
for each category and further enhanced its performance by
incorporating Random Platform Jitter. Specifically, we set
the rotation range for the Quadruped platform to ±5◦ and
for the Drone platform to ±3◦.

Tab. G presents the AP@0.5 results for various detectors.
Our analysis yields several key findings:
• Under the AP@0.5 setting, all detectors show improved

performance on the Quadruped and Drone platforms,
sometimes approaching or even surpassing the results ob-
tained on the Vehicle platform. This indicates that while
these detectors have good recall, they still struggle to ac-
curately regress the geometric parameters of the target
bounding boxes.

• Detectors that combine grid-based and point-based rep-
resentations continue to perform well under the AP@0.5
metric, suggesting that the hybrid approach of leveraging
both regular (grid) and irregular (point cloud) represen-
tations is a highly effective strategy for building high-
performance 3D detectors.

• Point-based detectors exhibit relatively balanced perfor-
mance across platforms, with some even achieving higher
AP@0.5 scores on Quadruped and Drone platforms than
on the Vehicle platform. For example, IA-SSD achieves
an AP@0.5 on the Drone platform that is approximately
2.5% higher than on the Vehicle platform, indicating that
architectures based on raw point cloud inputs tend to be
less sensitive to viewpoint changes.

• Although IA-SSD shows significantly lower AP@0.7 per-
formance compared to PointRCNN on the Vehicle plat-
form, its AP@0.5 performance is notably higher – es-
pecially on the Quadruped and Drone platforms. This
suggests that the semantic feature extraction branch in IA-
SSD plays a key role in overcoming viewpoint variations.

• We further evaluated the best-performing models across
the different detector types by incorporating our proposed
Random Platform Jitter (RPJ) data augmentation. Our
experiments indicate that RPJ, while causing a slight de-
crease in performance on the Vehicle platform, signifi-
cantly enhances cross-platform performance. Specifically,
for the Part A∗ model, RPJ improved the average BEV/3D
AP by 0.85% and 1.1%, respectively; PointRCNN saw
gains of 3.6% and 5.8%, while PV-RCNN++ improved by
3.9% and 5.8%.
These results demonstrate that although RPJ may slightly

reduce performance on the source domain, it effectively
boosts cross-platform detection performance by enhancing
the model’s robustness to diverse viewing conditions.

Overall, the experimental results under the AP@0.5 set-
ting reveal that although current detectors exhibit strong
recall, they often lack the precision needed to accurately

regress bounding box geometries across different platforms.
The combination of diverse detector architectures and the
RPJ augmentation provides a promising pathway for improv-
ing cross-platform 3D detection, offering valuable insights
for future research in this challenging domain.

C.2. Additional Qualitative Results
In this section, we present qualitative visualizations for six
cross-platform adaptation tasks to further analyze the effec-
tiveness of our proposed method, Pi3DET-Net (see Fig. J
through Fig. O).

We compare our results against two state-of-the-art cross-
dataset approaches, ST3D++ [23] and MS3D++ [19]. Over-
all, Pi3DET-Net consistently delivers superior detection per-
formance across all tasks. For example, in Fig. J, ST3D++
fails to detect a target in one scenario, whereas Pi3DET-Net
successfully captures the target in its entirety; in contrast,
MS3D++ tends to produce false positives.

Similarly, Fig. L illustrates that while both ST3D++ and
MS3D++ generate numerous false positives, our method
maintains high precision and recall. These qualitative obser-
vations, combined with our quantitative analyses, highlight
the significant advantages of Pi3DET-Net in cross-platform
detection tasks.

C.3. Failure Cases
Although Pi3DET-Net introduces effective strategies to en-
hance viewpoint robustness in cross-platform detection tasks,
certain failure cases reveal limitations and challenges that
remain to be addressed.

In some scenarios, when the platform viewpoint becomes
excessively distorted, Pi3DET-Net tends to miss detections,
as illustrated in Fig. L. This suggests that further improve-
ments in aligning platform feature domains are necessary.
Additionally, the method still struggles with long-distance
detection; sparse targets at far ranges exhibit significant
deviations in feature distribution under viewpoint transfor-
mations, leading to degraded performance.

Furthermore, Pi3DET-Net does not achieve true view-
point invariance; it fundamentally relies on the underlying
performance of the base detector. Current state-of-the-art de-
tectors typically depend on regularizing point clouds, which
involves pre-defining a sensing range. When significant
viewpoint changes occur, for example, a 10◦ downward tilt
can reduce the effective sensing range to under 20 meters
due to increased vertical drop in the point cloud (As illus-
trated in our example Fig. H.), resulting in fewer points being
captured within the detection range.

In future work, based on Pi3DET, we plan to develop
more effective data augmentation strategies and leverage the
intrinsic robustness of point-based approaches to design de-
tectors that achieve true viewpoint invariance without relying
on pre-defined sensing ranges.
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D. Broader Impact

In this section, we discuss the broader impact of our pro-
posed Pi3DET dataset and the Pi3DET-Net framework, high-
lighting its contributions to robot perception and beyond.
Additionally, we outline potential limitations and areas for
future improvements.

D.1. Potential Societal Impact

The Pi3DET dataset and Pi3DET-Net framework hold signifi-
cant promise for advancing robotic perception and enhancing
the safety and efficiency of autonomous systems. By pro-
viding a comprehensive benchmark for cross-platform 3D
detection, our work can foster the development of detectors
that perform robustly in diverse real-world environments.

This progress is critical for a wide array of applications,
from autonomous driving and delivery robotics to search
and rescue operations, ultimately contributing to improved
safety, reduced operational risks, and more efficient resource
utilization.

Moreover, the availability of a multi-platform dataset may
accelerate innovation in related fields such as surveillance,
environmental monitoring, and assistive technologies.

D.2. Potential Limitations

Despite the promising results, several limitations warrant
consideration. First, the effectiveness of Pi3DET-Net is still
largely dependent on the underlying performance of base de-
tectors, which may constrain its applicability across various
sensor types or operational conditions. Second, the current
approach relies on predefined sensing ranges and data aug-
mentation strategies (e.g., Random Platform Jitter), which
may not generalize optimally to platforms with significantly
different sensor configurations or motion patterns.

D.3. Future Directions

Looking ahead, we plan to further enhance cross-platform
robustness by exploring novel data augmentation techniques
that reduce dependency on fixed sensing ranges and better
capture the dynamics of varying platform motions.

In addition, future work will investigate more intrinsically
viewpoint-invariant detection architectures, potentially lever-
aging advances in point-based feature extraction to overcome
the limitations of regularized representations. We also aim to
extend our framework to other modalities and domains, such
as multi-modal sensor fusion detection, to further advance
the state of autonomous perception.

Ultimately, we hope that the Pi3DET dataset and our find-
ings will serve as a foundation for developing truly platform-
agnostic 3D detection systems.

E. Public Resources Used
In this section, we acknowledge the use of the following
public resources, during the course of this work.

E.1. Public Codebase Used
We acknowledge the use of the following public codebase,
during the course of this work:
• MMEngine6 . . . . . . . . . . . . . . . . . . . . . .Apache License 2.0
• MMCV7 . . . . . . . . . . . . . . . . . . . . . . . . . Apache License 2.0
• MMDetection8 . . . . . . . . . . . . . . . . . . . Apache License 2.0
• MMDetection3D9 . . . . . . . . . . . . . . . . Apache License 2.0
• OpenPCSeg10 . . . . . . . . . . . . . . . . . . . . Apache License 2.0
• OpenPCDet11 . . . . . . . . . . . . . . . . . . . . Apache License 2.0
• xtreme112 . . . . . . . . . . . . . . . . . . . . . . . . Apache License 2.0

E.2. Public Datasets Used
We acknowledge the use of the following public datasets,
during the course of this work:
• M3ED13 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . CC BY-SA 4.0
• nuScenes14 . . . . . . . . . . . . . . . . . . . . . . . CC BY-NC-SA 4.0
• KITTI15 . . . . . . . . . . . . . . . . . . . . . . . . . .CC BY-NC-SA 3.0.

E.3. Public Implementations Used
• nuscenes-devkit16 . . . . . . . . . . . . . . . . .Apache License 2.0
• waymo-open-dataset17 . . . . . . . . . . . . Apache License 2.0
• Open3D18 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . MIT License
• PyTorch19 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . BSD License
• ROS Humble20 . . . . . . . . . . . . . . . . . . . Apache License 2.0
• torchsparse21 . . . . . . . . . . . . . . . . . . . . . . . . . . . MIT License

6https://github.com/open-mmlab/mmengine.
7https://github.com/open-mmlab/mmcv.
8https://github.com/open-mmlab/mmdetection.
9https://github.com/open-mmlab/mmdetection3d.

10https://github.com/PJLab-ADG/OpenPCSeg.
11https://github.com/open-mmlab/OpenPCDet.
12https://github.com/xtreme1-io/xtreme1.
13https://m3ed.io.
14https://www.nuscenes.org/nuscenes.
15http://www.cvlibs.net/datasets/kitti.
16https://github.com/nutonomy/nuscenes-devkit.
17https://github.com/waymo-research/waymo-open-

dataset.
18http://www.open3d.org.
19https://pytorch.org.
20https://docs.ros.org/en/humble.
21https://github.com/mit-han-lab/torchsparse.
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Vehicle Drone Quadruped

Figure F. Examples of 3D object detection annotations from 3D (LiDAR point cloud) and 2D (RGB image) in our Pi3DET dataset. We
provide data from three robot platforms: Vehicle, Drone, and Quadruped. Best viewed in colors.
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Vehicle Drone Quadruped

Figure G. Examples of 3D object detection annotations from 3D (LiDAR point cloud) and 2D (RGB image) in our Pi3DET dataset. We
provide data from three robot platforms: Vehicle, Drone, and Quadruped. Best viewed in colors.
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Vehicle Drone Quadruped

Figure H. Examples of 3D object detection annotations from 3D (LiDAR point cloud) and 2D (RGB image) in our Pi3DET dataset. We
provide data from three robot platforms: Vehicle, Drone, and Quadruped. Best viewed in colors.
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Vehicle Drone Quadruped

Figure I. Examples of 3D object detection annotations from 3D (LiDAR point cloud) and 2D (RGB image) in our Pi3DET dataset. We
provide data from three robot platforms: Vehicle, Drone, and Quadruped. Best viewed in colors.
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Table H. Summary of point cloud distribution statistics (x, y, z, and intensity) of the Vehicle data from the Pi3DET dataset.

Platform Condition Sequence Point Cloud Distributions (X, Y, Z, Intensity)

Vehicle
(8)

Daytime
(4)

city hall

penno big loop

rittenhouse

ucity small loop

Nighttime
(4)

city hall

penno big loop

rittenhouse

ucity small loop
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Table I. Summary of point cloud distribution statistics (x, y, z, and intensity) of the Drone data from the Pi3DET dataset.

Platform Condition Sequence Point Cloud Distributions (X, Y, Z, Intensity)

Drone
(7)

Daytime
(4)

penno parking 1

penno parking 2

penno plaza

penno trees

Nighttime
(3)

high beams

penno parking 1

penno parking 2
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Table J. Summary of point cloud distribution statistics (x, y, z, and intensity) of the Quadruped data from the Pi3DET dataset.

Platform Condition Sequence Point Cloud Distributions (X, Y, Z, Intensity)

Quadruped
(10)

Daytime
(8)

art plaza loop

penno short loop

rocky steps

skatepark 1

skatepark 2

srt green loop

srt under bridge 1

srt under bridge 2

Nighttime
(2)

penno plaza lights

penno short loop
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Table K. Summary of 3D bounding box statistics (length L, width W , height H) of the Vehicle data from the Pi3DET dataset.

Platform Condition Sequence 3D Box Statistics of Veh. (Left) and Ped. (Right)

Vehicle
(8)

Daytime
(4)

city hall

penno big loop

rittenhouse

ucity small loop

Nighttime
(4)

city hall

penno big loop

rittenhouse

ucity small loop
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Table L. Summary of 3D bounding box statistics (length L, width W , height H) of the Drone data from the Pi3DET dataset.

Platform Condition Sequence 3D Box Statistics of Veh. (Left) and Ped. (Right)

Drone
(7)

Daytime
(4)

penno parking 1

penno parking 2

penno plaza

penno trees

Nighttime
(3)

high beams

penno parking 1

penno parking 2
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Table M. Summary of 3D bounding box statistics (length L, width W , height H) of the Quadruped data from the Pi3DET dataset.

Platform Condition Sequence 3D Box Statistics of Veh. (Left) and Ped. (Right)

Quadruped
(10)

Daytime
(8)

art plaza loop

penno short loop

rocky steps

skatepark 1

skatepark 2

srt green loop

srt under bridge 1

srt under bridge 2

Nighttime
(2)

penno plaza lights

penno short loop
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Table N. Summary of 3D object statistics (objects per frame and points per box) of the Vehicle data from the Pi3DET dataset.

Platform Condition Sequence Objects Per Frame (Left) and Points Per Box (Right)

Vehicle
(8)

Daytime
(4)

city hall

penno big loop

rittenhouse

ucity small loop

Nighttime
(4)

city hall

penno big loop

rittenhouse

ucity small loop
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Table O. Summary of 3D object statistics (objects per frame and points per box) of the Drone data from the Pi3DET dataset.

Platform Condition Sequence Point Cloud Distributions (X, Y, Z, Intensity)

Drone
(7)

Daytime
(4)

penno parking 1

penno parking 2

penno plaza

penno trees

Nighttime
(3)

high beams

penno parking 1

penno parking 2
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Table P. Summary of 3D object statistics (objects per frame and points per box) of the Quadruped data from the Pi3DET dataset.

Platform Condition Sequence Point Cloud Distributions (X, Y, Z, Intensity)

Quadruped
(10)

Daytime
(8)

art plaza loop

penno short loop

rocky steps

skatepark 1

skatepark 2

srt green loop

srt under bridge 1

srt under bridge 2

Nighttime
(2)

penno plaza lights

penno short loop
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ST3D++

MS3D++

Pi3DET-Net (Ours)

Predicted Box

Ground Truth

Predicted Box

Ground Truth

Predicted Box

Ground Truth

Figure J. Qualitative results from state-of-the-art methods. We compare Pi3DET-Net with ST3D++ [23] and MS3D++ [19]. The figure
illustrates predictions from methods that are adapted from Pi3DET (Vehicle) to Pi3DET (Drone). Best viewed in colors.
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Predicted Box
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Figure K. Qualitative results from state-of-the-art methods. We compare Pi3DET-Net with ST3D++ [23] and MS3D++ [19]. The figure
illustrates predictions from methods that are adapted from Pi3DET (Vehicle) to Pi3DET (Drone). Best viewed in colors.
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Figure L. Qualitative results from state-of-the-art methods. We compare Pi3DET-Net with ST3D++ [23] and MS3D++ [19]. The figure
illustrates predictions from methods that are adapted from Pi3DET (Vehicle) to Pi3DET (Quadruped). Best viewed in colors.
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Figure M. Qualitative results from state-of-the-art methods. We compare Pi3DET-Net with ST3D++ [23] and MS3D++ [19]. The figure
illustrates predictions from methods that are adapted from Pi3DET (Vehicle) to Pi3DET (Quadruped). Best viewed in colors.
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Figure N. Qualitative results from state-of-the-art methods. We compare Pi3DET-Net with ST3D++ [23] and MS3D++ [19]. The figure
illustrates predictions from methods that are adapted from Pi3DET (Drone) to Pi3DET (Quadruped). Best viewed in colors.
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Figure O. Qualitative results from state-of-the-art methods. We compare Pi3DET-Net with ST3D++ [23] and MS3D++ [19]. The figure
illustrates predictions from methods that are adapted from Pi3DET (Drone) to Pi3DET (Quadruped). Best viewed in colors.
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