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A. Appendix Section

A.1. Visualization of the results of a comparison
experiment

The main text only shows a partially enlarged view of the
water bottle area from the Huawei dataset. As shown in
Fig. 1, we further give a full view of this photo so readers
can more fully observe the results. It can be seen that for ar-
eas with patterns and text, the enhancement results of other
networks are often blurry, while the text boundaries in the
image processed by the GM-MOE method are clearer, the
colors are more distinct, and there is no obvious blurring.

As can be seen in Fig. 2, the network enhanced by GM-
MOE does not experience color distortion or overexposure
compared to other networks.

In addition, we also show a photograph of a building
from the Nikon dataset, as shown in Fig. 3, By compar-
ing the enhancement effects of different methods (such as
DeepUPE), it can be found that the output of some methods
has serious color distortion or loss of detail. In contrast, our
method performs better in terms of color reproduction and
detail retention, and the enhanced map is closest to the real
map (Ground Truth). From a quantitative perspective, our
method also achieves the highest scores in metrics such as
PSNR and SSIM, which further proves its superiority.

A.2. About the dataset

LOL-v1 [10] is a classic low-light image enhancement
dataset that covers a variety of scenes and is used to test
the low-light processing effects of models in different real-
world scenarios. Compared to LOL-vl [10], LOLv2-
Real [14] provides more diverse lighting scenarios, while
LOL-v2-Synthetifutc generates a wider range of scenar-
ios through artificial low-light simulation algorithms, which
are mainly used to evaluate the generalization ability of
the model. The LSRW-Huawei [4] and LSRW-Nikon [4]
datasets, which were captured by Huawei and Nikon de-
vices respectively, contain images of real-world low-light
scenes, which require a high level of detail in processing
low-light photos.

Taking the LOLv2-Real dataset with enhanced data as
an example, our method performs best in recovering the
glass surface. As can be seen from the above figure, GM-
MOE has better generalization ability on multiple datasets,
especially in terms of detail processing, which is superior to
other methods.

A.3. Generalisation to SID Dataset

On the SID benchmark [2], GM-MOoE attains 24.80 PSNR
and 0.69 SSIM, demonstrating strong performance.

A.4. Comparison with Competitive Baselines on
LOL-v1

As shown in Tab. 1, our method achieves a PSNR of
26.66 dB, an SSIM of 0.86, and a LPIPS of 0.098.

Methods PSNR (1) SSIM (1)  LPIPS ()
SCI[7] 14.78 0.53 0.392
NeRCo [12] 22.95 0.79 0.311
DIffLLE [13] 22.24 0.79 -
LightenDiffusion [5] 20.45 0.80 0.192
Ours 26.66 0.86 0.098

Table 1. Quantitative comparison on the LOL-v1 dataset among
different methods: SCI [7], NeRCo [12], DiffLLE [13] , Lighten-
Diffusion [5], and Ours.

A.S. Perceptual Quality (LPIPS)

As shown in Tab. 2 , we report the LPIPS scores of different
models on different benchmarks.

Method LOL-vl LOL-v2-Real =~ LOL-v2-Synthetic
Retinexformer [ 1] 0.129 0.171 0.059
LLFormer [16] 0.167 0.211 0.066
GM-MOoE (Ours) 0.098 0.100 0.041

Table 2. LPIPS (J) comparison across three LOL datasets. Lower
is better.

A.6. How are expert modules coordinated?

As shown in Fig. 4 , we enforce the use of only one expert at
a time. The heatmap of Expertl exhibits yellow-to-red con-
tributions in fringe details, indicating its primary role in lo-
cal chroma restoration. Expert2’s heatmap shows predomi-
nantly dark blue regions with only faint highlights in limited
detailed areas, suggesting its specialization in fine texture
recovery. Expert3 demonstrates extensive orange-yellow
coverage across both the main fringe and background re-
gions. These three heatmaps reveal spatial complementar-
ity among the experts, enabling the final enhanced results
to achieve both rich detail preservation and more realistic
color reproduction.
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Figure 1. Visual comparison on the LSRW-Huawei dataset [4]. The models compared include RetinexNet, DeepUPE, Restormer, SNR-
Net, Retinexformer, LightenDiffusion, PairLIE, SCI, QuadPrior, NeRCo, Ours (our model), and Ground Truth. Among them, GM-MOE
achieves better enhancement compared to other models. Zoom in to see more details of the differences between models.

A.7. Computational Efficiency

Our method delivers superior low-light enhancement qual-
ity while incurring a computational cost of 27.2 GFLOPs,
which is still practical for real-time deployment. Future
work will focus on further reducing latency and memory
footprint without sacrificing restoration accuracy.

A.8. Ablation study on network structure and ex-
pert interactions

To explore in depth the relationship between the number
of parameters and performance, we conducted three sets of
experiments: fixed weights, cascaded networks, and con-
strained parameter growth.

No.  Variant Params (M) PSNR (1) SSIM (1)
1 Original GM-MoE 19.99 23.65 0.80
2 Without dynamic gating (fixed weights) 19.86 21.70 0.71
3 Serializing three expert networks 19.86 21.34 0.83
4 Experts’ channels concat + 1 x 1 fusion 20.60 17.84 0.70

Table 3. Ablation study on network structure and expert interac-
tions evaluated on the LOLv2-Real dataset.

A.9. Limitation and future works

Increase in Sub-Expert Networks and Its Impact on Per-
formance. Increasing the number of sub-expert networks
may improve the model’s performance, but it also intro-
duces additional computational complexity. In GM-MOoE,
the role of the sub-expert networks is to tackle different
low-light enhancement tasks, allowing the model to process
various image features more specifically. Each sub-expert
network focuses on different aspects of low-light image en-
hancement, which can lead to better performance, particu-
larly when the tasks are well-defined and complementary.
Scalability to Downstream Tasks. Currently, we have
applied GM-MOoE to enhance low-light images and used
these enhanced images for object detection. However, fu-
ture work should explore extending the GM-MOoE frame-
work to other downstream tasks. For example, video en-
hancement processing is a promising avenue for applica-
tion. The framework may also be applicable to other tasks
such as image segmentation or visual recognition, which
could further demonstrate the versatility of GM-MOoE.
Adjustability of Loss Functions and Their Impact on
the Model. Currently, we use PSNR as the primary met-
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Figure 2. Visual comparison on the LOL-v2-Real dataset.The
enhanced effect of GM-MOE is better than other models in terms
of detail processing.

ric for image quality. However, in future work, we should
investigate how adjusting the loss function impacts the over-
all performance of the model. Experimenting with alterna-
tive loss functions, such as perceptual loss or adversarial
loss, may provide better results in preserving image details
and enhancing visual quality, especially for more complex
tasks. The choice of loss function can significantly affect
the model’s ability to generalize across different datasets
and tasks.

In future work, we will further explore the application
of the GM-MoE model. First, we will study how to im-
prove the computational efficiency of the model. Second,
we will explore the use of GM-MoE-enhanced images in
downstream tasks such as image segmentation and video
enhancement to verify its versatility and adaptability.
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Figure 3. Visual comparison on the Nikon dataset. The en-

hancement effect of GM-MOE is closer to the original picture than
other networks.
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Figure 4. The heatmaps show distinct focus areas across the three
experts, forming a coherent, synergistic attention distribution.
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