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1. Object Trajectory Plotting Module

1.1. Details of Trajectory Plotting
Inspired by AppAgent [9], we replace direct trajectory gen-
eration with grid selection based on grid numbers. Specifi-
cally, we divide the given image into N×M grids, breaking
it down into small square areas. Each area is labeled with an
integer in the top-left corner and subdivided into nine sub-
areas. Based on the previous step, we identify the starting
point of the trajectory using the detection result and plot this
starting point on the image, represented by a circle. Then,
we provide the image overlaid with the grids and starting
point as input to the agent.

We define the following functions: Set * Points (start:
int, string; mid *: int, string; end: int, string) for the agent.
Here, * is an integer ranging from 1 − 4, used to achieve
varying lengths and curvature in trajectory plotting. The
parameters start, mid *, and end include an integer label
assigned to the grid area and a string representing the exact
location within the grid area. The string can take one of the
following nine values: center, top-left, top, top-right, left,
right, bottom-left, bottom, and bottom-right.

A simple use case is Set 2 Points (start: 143, top-right;
end: 33, bottom-right), which sets the starting point of the
trajectory at the top-right of grid area 143 and the endpoint
at the bottom-right of grid area 33. As illustrated in Figure
1, this function represents a simple linear trajectory.

Once we obtain the complete object trajectory, we use
interpolation to determine the position in the trajectory for

Agent: Set_2_Points (143, top-
right; end: 33, bottom-right).

User: Please plot the 
trajectory according to 
the text description. You 
will be given an image 
overlaid with grids and a 
starting point.
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Figure 1. Details of trajectory plotting: The grid divides the image
into small square areas. Each area is labeled with an integer in the
top-left corner and is further subdivided into nine subareas.

each frame. Then, these interpolated positions are input into
the subsequent model to calculate dense optical flow.

Offset Grid Object Movement Dynamic
Generation Selection Q&A Degree

✓ 29.28 7.63
✓ 45.69 32.11

Table 1. Ablation study of trajectory plotting module (all values
are in percentage).

1.2. Ablation Study
Here, we conduct an ablation study on different approaches
to trajectory plotting. We use direct offset generation as the
baseline module instead of grid selection. Specifically, we
provide the agent with the starting point location based on
the detection results and ask the agent to directly generate
offsets from the starting point to define the object trajectory.

As shown in Table 1, the grid selection approach shows
better evaluation results in both metrics. The grid selection
approach gives the agent an overall understanding of the im-
age layout and is easier for the agent to use than direct offset
generation. As for dynamic degree metrics, the offset gen-
eration approach cannot output a suitable trajectory length,
which may lead to a lower dynamic degree.

2. Rethinking Module
We report the results on VBench [1] after applying the re-
thinking step. As shown in Table 2, the rethinking mecha-
nism achieves higher scores across most metrics. It corrects
errors in camera motion generated by earlier stages, leading
to notable improvements in the Video-Text Camera Motion
metric. Visual quality is also a key consideration in the re-
thinking step. By refining object movement trajectories and
adjusting the range of camera motion, this step effectively
reduces artifacts in the generated videos, as reflected in the
improved video quality metrics. To reduce such artifacts,
the rethinking step tends to shorten object movement tra-
jectories, which may explain the slight decrease observed
in the Dynamic Degree metric.
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Method Video-Text Video-Image Video-Image Subject Background Motion Aesthetic Dynamic
Camera Motion Subject Consistency Background Consistency Consistency Consistency Smoothness Quality Degree

MotionAgent 81.91 98.06 98.00 96.10 96.76 98.93 64.48 16.67
MotionAgent (Rethinking) 87.02 98.22 98.12 96.44 96.85 99.08 64.69 15.38

Table 2. Evaluation results of general I2V generation on VBench [1] (all values are in percentage). The best result is indicated in bold.

Prompt: 
“The woman wearing a white 
headscarf sitting in the middle is 
looking at the woman wearing a pink 
headscarf to her left. The camera 
continuously moves closer, focusing 
on the face of the woman in the 
middle.”

“I plot a linear to represent the 
middle women is looking at the 
woman in the left.
I generate the camera path that 
continuously zooms in.”

The first round of dialogue:

According to the generated video, 
you should rethink and recomplete 
the task.

“I correct the former action and plot a new 
trajectory to represent looking at the 
woman with a pink headscarf.
I confirm that the camera motion is 
correct and accurate.”

The second round of dialogue:

Figure 2. Example of rethinking step.

Figure 2 shows an example of the rethinking step. The
agent corrects the previous error response and confirms the
correct action that it made the last time, which facilitates the
generation of better video results.

3. Complex and Ambiguous Prompts.
We rewrite the motion prompts in our designed sub-VBench
using more complex or ambiguous descriptions to evaluate
generalization ability and robustness. In Table 3, we report
comparative results on these rewritten prompts. For com-
plex prompt inputs, our method maintains comparable per-
formance on object movement metrics and shows a slight
decline in camera motion compared to the results in Table 2
(Main Body). For ambiguous prompt inputs, performance
degradation is observed in both metrics relative to the sim-
ple prompts in Table 2 (Main Body). Nevertheless, Mo-
tionAgent still achieves competitive results and outperforms
other I2V generation methods in achieving semantic align-
ment between motion prompts and the generated videos.

4. Training Data Preparation
To eliminate the domain gap between the unified and real
optical flow maps, we propose fine-tuning the optical flow
adapter module, which maintains the generation capabili-
ties of the base I2V diffusion model. For each video used

for training, we first utilize a binary segmentation model,
BiRefNet [10], to decompose the foreground and back-
ground. We then remove the dynamic foreground based on
the binary segmentation mask. Next, we adopt an SLAM
method, DROID-SLAM [3], to compute the camera extrin-
sics Ê from the masked video and the Metric3D [7] to es-
timate the depth map D̂ for every frame. Additionally, for
the original video, we use an optical flow model, Unimatch
[5], to estimate the real optical flow F̂ .

Next, we explain how to estimate the optical flow caused
by object movement based on the camera extrinsics Ê,
depth map D̂ and real optical flow F̂ . We define I0 as the
pixel position in the first frame. According to the predicted
real optical flow F̂ , we compute the corresponding pixel
position in the following frames, which can be formulated
as,

I1 = I0 + F̂ . (1)

Then, we reproject the pixel position in the following
frames back to the image coordinate systems of the first
frame according to the depth map D̂ and the predicted cam-
era extrinsics Ê. This can be computed by,

I1obj = Π(Ê−1Π−1(I1)), (2)

where Π and Π−1 are the projection and unprojection
operations, respectively. We assume that the camera coor-
dinate of the first frame serves as the world coordinate. I1obj
indicates the corresponding pixel position of the following
frames in the image coordinate systems of the first frame,
which contains only object movement. Finally, we compute
the optical flow caused by object movement,

F̂obj = I1obj − I0. (3)

We perform sampling [8] on these optical flow maps
of object movement F̂obj to obtain sparse object trajecto-
ries. Subsequently, we reuse the proposed analytical com-
position method to calculate the unified optical flow maps
F , which are utilized as input to fine-tune the optical flow
adapter. Additionally, we calculate the error between the
unified optical flow maps F and the real optical flow F̂ . If
the error exceeds a threshold, we replace the unified optical
flow maps F with the real optical flow F̂ for training.



Method
Complex Prompts Ambiguous Prompts

Object Movement Q&A Camera Motion Total Scores Object Movement Q&A Camera Motion Total Scores

CogVideoX [6] 24.01 16.12 19.24 20.71 11.00 14.48
Pyramid Flow [2] 26.39 5.95 14.03 17.45 4.49 9.61
MotionAgent 45.78 73.84 62.75 37.07 66.28 54.74
MotionAgent (Rethinking) 48.19 79.32 67.02 42.28 69.37 58.67

Table 3. Results of complex and ambiguous controllable I2V generation.

5. Metrics Details
In the comparison experiments of the general I2V genera-
tion task, we adopt the same evaluation metrics introduced
by VBench [1]. In the comparison of controllable I2V gen-
eration, we report Object Movement Q&A, Complex Cam-
era Motion, and Overall Score.

I2V Score reports the overall score of I2V generation
metrics. Video-Text Camera Motion assesses the consis-
tency between camera motion and the input text, such as
zoom in/out. Video-Image Subject Consistency assesses
whether the appearance of the subject remains consistent
throughout the entire video compared to the input image.
Video-Image Background Consistency evaluates the tem-
poral consistency of background scenes with the input im-
age. Subject Consistency assesses whether the subject’s
appearance remains consistent throughout the entire video.
Background Consistency evaluates the temporal consis-
tency of the background scenes across frames. Motion
Smoothness evaluates whether the motion in the generated
video is smooth and follows the physical laws of the real
world. Aesthetic Quality evaluates the artistic and aes-
thetic value perceived by humans towards each video frame.
Dynamic Degree evaluates the level of dynamics generated
by each model. Object Movement Q&A assesses the con-
sistency between the text description and object movement
in the video. Complex Camera Motion evaluates the con-
sistency between complex camera movements in the gener-
ated video and the input text description. Total Score is the
overall metric of controllable I2V generation.

6. Dynamic Degree
Our method performs a relative lower dynamic degree in the
original prompt provided by Vbench [1], we claim that the
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Figure 3. Dynamic degree comparison with DynamiCrafter [4].

decrease is due to the precise control we implement over the
generated video. The objects mentioned in the text move
accurately, while those not mentioned remain as static as
possible, which leads to a lower dynamic degree score. In
Figure 3, we show the result of the comparison with Dy-
namicrafter [4] and demonstrate that our method follows
the motion information in the text prompt precisely.

7. Qualitative Results
7.1. Fine-grained Controllable Video Results
In Figure 4, we show more fine-grained controllable video
results generated by our method.

7.2. Rethinking Results
As shown in Figure 5, the rethinking step corrects the inac-
curate object movement (subfigure a, complex prompt) and
enhances the quality of the generated video (subfigure b,
ambiguous prompt).

7.3. Visualization of Intermediate Representations
As illustrated in Figure 5, we show the intermediate repre-
sentations generated by the motion field agent.

The dog is running backward while holding a ball in its mouth.

The woman throws a punch, and the man kicks.

A red panda eating bamboo, captured in a close-up shot around it.

The contents in the pot are rotating clockwise.

Office Earth Weightlessness.

Figure 4. More fine-grained controllable video results generated
by our method.



(a) In a serene urban landscape, a sleek blue car glides effortlessly forward along a sun-drenched road, its polished surface reflecting the gentle play of light. 
The camera remains stationary, capturing the vehicle's fluid motion as it gracefully navigates the path ahead, framed perfectly within the unchanging view.
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(b) Two figures of differing ages subtly move their heads in a repeated manner, as the scene remains stationary.
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(c) A magnificent space shuttle initiates its launch sequence, ascending with formidable force against the stark backdrop of the cosmos. Engines roar as 
it climbs upwards, progressively piercing the atmosphere. The viewpoint holds steady somewhere amid the unfolding scene, offering a consistent yet subtly 
shifting glimpse of the shuttle’s ascent and the vastness beyond.

Figure 5. Visualization results for rethinking and optical flow.

7.4. Qualitative Comparison Results
In Figure 6, we show more results compared to Dynami-
Crafter [4], CogVideoX [6] and Pyramid Flow [2].

8. User Study Interface
The designed user study interface is shown in Figure 7. For
each question, we randomly shuffle four videos generated
by our method and the other three methods. We then ask
participants to rank the videos from highest to lowest twice
based on specific requirements. After the user study, we
calculate the mean ranking for each method across different
evaluation dimensions.

9. Prompts
In Table 4, 5, 6, we present some majority prompts used in
our method for object trajectory plotting, camera extrinsics
generation, and rethinking.
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Ours DynamiCrafter CogVideoX Pyramid Flow Ours DynamiCrafter CogVideoX Pyramid Flow

A blue fishing boat heads to the right.

A great white shark swims to the right. A lioness turns her face to the right.

A canoe floats to the left. A boat sits on the shore of a lake with, camera first tilts up then tilts down.

A building that is sitting on the side of a pond, camera first zooms out then zooms in.A bar with chairs and a television on the wall, camera first tilts down then tilts up.

A woman is turning her face to the left.

A bridge that is in the middle of a river, camera first pans left then pans right.A house with snow on the ground, camera tilts down uniformly.

Figure 6. More comparison results of controllable I2V generation on our benchmark. The motion described in the text is in bold.
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Figure 7. User study interface. Each participant is required to evaluate 30 groups of videos and respond to two corresponding sub-questions
for each group. Only one group of videos and two sub-questions are shown here due to the page limit.



Prompt Template: Object Trajectory Plotting

You are an agent trained to plot a trajectory on an image based on a text and a starting point. You will be given an image
overlaid with a grid and a starting point. The grid divides the image into small square areas. Each area is labeled with an
integer in the top-left corner. The starting point of the trajectory is represented by a circle.

You can call the following functions to plot a trajectory:
• ......
• Set 3 Points(start area: int, start subarea: str, mid area: int, mid subarea: str, end area: int, end subarea:

str):
This function is used to set a starting point, a mid-point and an end point of a trajectory, which represents a complex
trajectory. start area is the integer label assigned to the grid area, marking the trajectory’s starting location. start subarea
is a string representing the exact location to begin the trajectory within the grid area......, The three subareas’ parameters
can take one of the nine values: center, top-left, top, top-right, left, right, bottom-left, bottom, and bottom-right.

• ......

The task you need to complete is to plot a trajectory to describe: <task_description>. The location of the trajectory
starting point is: <start_point_location>. Now, given the following labeled image, you need to think and call
the function needed to proceed with the task:
• First, find the location of the object according to the task description and set the same starting point as the given one.
• Next, select N midpoints to extend the trajectory.
• Finally, select an end point to complete the trajectory.

Your output should include four parts in the given format:
• Observation: Describe what you observe in the image.
• Thought: To complete the given task, what is the step you should take.
• Action: The function call with the correct parameters to proceed with the task.
• Summary: Summarize your actions in one or two sentences.

Table 4. Prompt template for Object Trajectory Plotting.



Prompt Template: Camera Extrinsics Generation

You are an agent trained to generate a camera motion based on a text and an image. please note that the world coordinate
is opencv’s one, which is x-axis rightwards (camera pans right), y-axis downwards (camera tilts down), and z-axis front-
wards (camera zooms in).

You can call the following functions to generate a camera motion:
• ......
• Set Camera Motion(x translation: float, y translation: float, z translation: float, x rotation: int, y rotation: int,

z rotation: int, motion type: str):
This function sets a simple camera motion, such as pan down, that is represented by the shifting distance and rotation
degrees of the camera optical center on the x-axis, y-axis, and z-axis. x translation is a floating point ranged from
(-1.00, 1.00), which represents the shift distance in the x axis......, x rotation is a integer ranged from (0, 360), which
represents the degrees rotated alone the x axis......, motion speed is a string representing the camera motion type, and
the parameters can take one of the three values: uniform, decrement, increment.

• ......

The task you need to complete is to generate a camera motion to describe: <task_description>. Now, given the
following image, you need to think and call the function needed to proceed with the task:
• First, imagine that the given image is shot at the initial location of the camera.
• Then, analyze the text description and the image content to determine the direction and distance of the following camera

motion.
• Finally, call the function with the correct parameters to generate the camera motion.

Your output should include four parts in the given format:
• Observation: Describe what you observe in the image.
• Thought: To complete the given task, what is the step you should take.
• Action: The function call with the correct parameters to proceed with the task.
• Summary: Summarize your actions in one or two sentences.

Table 5. Prompt template for Camera Extrinsics Generation.

Prompt Template: Rethinking

You are an agent that is trained to rethink and recomplete a specific task about video generation. I will provide you some
frames of the generated video, which is generated based on the former action you made. Additionally, I will describe the
task that you should recomplete and give the action you made at the last time.

• According to the task description and the generated video, you should first analyze the former action.
• Then, you should correct the error in the former action.
• Finally, you should recomplete the task and take the right action at this time.
• If you think the action you made last time is correct, you can recomplete the task with the same action.

The generated video is: ......

The task you should recomplete is: ......

The action you made last time is: ......

Table 6. Prompt template for Rethinking.
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