
Controllable Weather Synthesis and Removal with Video Diffusion Models

Supplementary Material

In the supplementary material, we provide additional im-
plementation details (Sec. A) and further results (Sec. B).
Please refer to the project website for more qualitative results
and comparisons.

A. Implementation Details
Training Details Both weather removal and synthesis
models are trained using AdamW optimizer with a learning
rate of 3× 10−5 for 20k iterations. The models are trained
on 32 A100 GPUs with fp16 mixed-precision for around 2
days. During training, the video resolution and number of
frames are randomized at multiple scales, making the model
robust to various input resolutions and frame lengths. The
resolutions include 384×576, 512×512, 1280×1920, and
the frame lengths range from 1 to 16. After the full training
stages, the models can precisely control six effects (benefited
from simulation data), generalize to diverse content (bene-
fited from generation data), and simulate realistic weather
(benefited from real-world data), supported by the evaluation
in main Sec. 5.

Weather Strength Definition We adopt standard defini-
tions from Unreal Engine, which are grounded in physically
meaningful quantities, e.g., cloud coverage (ratio of the sky),
fog (density), raindrop or snowflake (count per unit vol-
ume per second), ground puddle (coverage ratio), and snow
cover (height). During training, their intensity values are nor-
malized to the range [0, 1]. This continuous representation
enables fine-grained control and smooth transitions

B. Additional Results
In Fig. S5, both our WEATHER SYNTHESIS MODEL and
WEATHER REMOVAL MODEL effectively edit the weather,
preserve details (e.g., “STOP” on the road), and also main-
tain temporal consistency. In addition, the different weather
conditions can be controlled precisely by changing the
strength values of each effect, shown in Fig. S4.

In addition to video editing methods, we also compare
the weather synthesis with 3D simulation method in Fig. S1.
ClimateNeRF [7] relies on the high-quality geometry to
integrate weather effects with the scene successfully and
cannot perform well for regions that are not captured densely
(e.g., rooftop). On the other hand, our weather synthesis
model leverages the video diffusion model and synthesizes
snowflakes, snow coverage covering the whole scene. Fur-
thermore, we provide additional qualitative results of weather
removal and weather synthesis in Fig. S6, S7, and S8, show-
ing that our method generalize well to diverse video inputs.

Input ClimateNeRF [7] Ours

Figure S1. Comparison with ClimateNeRF [7]. Our video model
can coat delicate snow on the statue and rooftop surfaces, and also
adjust the shading, which is hard for 3D simulation approaches [7].

User Study is a common approach for assessing percep-
tual realism. We conducted the user study mentioned in
Sec. 5.1 on Amazon Mechanical Turk (MTurk) to compare
our method with other baselines. Fig. S2 visualizes the ex-
ample interface used for user study on the weather synthesis
task. We asked users to make perceptual decisions on the
pairwise comparison with the following criteria: 1) the inte-
gration of weather effects, 2) temporal consistency, and 3)
content consistency. For weather removal, we used a similar
user interface but asked users to choose videos with the least
visible weather effects.

During the user study, we invited 11 users for each sample
pair to perform binary preference selection. We used 40
videos for weather synthesis (4 baselines, 3 effects) and 55
for weather removal (6 baselines) evaluation. This results in
3×40×4×11×3 = 15840 and 55×6×11×3 = 10, 890 user
selections for each evaluated task. For each evaluated scene
video, we did majority voting from 11 users to determine
which method is more preferred in this scene. The majority
voting can efficiently filter the effects of random users. The
full experiments are repeated 3 times to calculate the mean
and standard deviation on the preference percentage.

Inspired by [10], we also used large vision-language mod-
els (VLM) as perceptual evaluators to perform similar per-
ceptual preference selections. For each pair of methods to
be compared, we randomly selected a frame of the video
and fed these frames into VLM, then asked VLM to give a
binary preference selection with the same criteria as we used
in the human user study. We used Qwen2.5-VL-72B [2] as
our local VLM perceptual evaluator. For each sample pair,
we run VLM 7 times with different random seeds. The final
VLM preference of a scene video is determined by the same
majority voting process. Fig. S3 demonstrates two example
preference outputs from VLM.

Failure Cases We show failure cases in Fig. S9. High-
frequency details such as human faces are sometimes lost.
This issue is primarily due to the limited capacity of our base
model Stable Video Diffusion [3]. The VAE of Stable Video
Diffusion has 8x spatial compression, leading to causes sig-
nificant degradation and altering of image details. In contrast,



Figure S2. Example of user study interface for comparing two generated videos for weather synthesis.

Description:
Upon evaluating the provided images, Method 1 (Top) exhibits 
several advantages concerning rain effects and overall realism when 
compared to Method 2 (Bottom). 

- **Intrusion Alignment and Rain Effects:** Method 1 correctly 
integrates dynamic raindrops falling from the sky, which align with 
the angle expected during a rainstorm. These raindrops contribute 
to the illusion of a wet atmosphere, whereas Method 2 fails to 
introduce such rain effects entirely, leaving the image dry and 
inconsistent with rainy conditions.
- **Consistency with Reference:** Method 1 maintains the reference 
image's structure, objects, and lighting conditions, aside from the 
correctly added rain effects. In contrast, Method 2 introduces 
visible artifacts and distortions in the texture of the wall around 
the window area, notably the brownish patch, which is not present 
in the reference, compromising its consistency.
- **Image Realism:** Method 1 achieves a more natural and 
photorealistic result due to the inclusion of rain droplets that 
correspond to a rainy weather scenario. In contrast, Method 2 
appears less realistic due to the lack of rain effects and the 
introduction of an unnatural distortion in the wall texture.
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(a) Weather Synthesis (Rain) Example: Ours vs. AnyV2V

Description:
Analyzing the given images, the top (Method 1) and bottom (Method 
2) images both attempt to mitigate adverse weather effects like 
snow and wet roads visible in the reference image in the middle. 
However, their effectiveness and realism differ.  

- **Method 1** makes the road appear dry and the sky clearer, but 
the overall color tone doesn't seem photorealistic compared to the 
muted winter tones of the reference image. Moreover, there is a 
loss in detail with the buildings looking washed out, implying 
inconsistency.
  
- **Method 2** manages to make the road less shiny and reduces the 
snow effect subtly. The building details, sky, and mountain retain 
the same consistency with the reference image, maintaining 
realistic weather transition rather than completely transforming 
it. While there are still some remnants of adverse weather, this 
approach aligns better with a realistic improvement of the original 
scene. 

Given the criteria of Intrusion alignment, consistency with 
reference, and Image Realism, **Method 2** better balances 
realistic enhancement while staying true to the original scene, 
suggesting an improvement rather than an abrupt change. 

Final answer: 2

M
et

ho
d 

1
M

et
ho

d 
2

Re
fe

re
nc

e

(b) Weather Removal Example: HistoFormer vs. Ours

Figure S3. Examples on perceptual preference evaluation with VLM. We instructed VLM to first briefly describe the observation, then
give the reason why it makes this decision.

recent tokenizers offer significantly improved fidelity [1, 13].
Our results appear to have reached Stable Video Diffusion’s
quality limit. Upgrading to a more powerful video model
could significantly improve the overall quality.

Our data collection includes limited night-time videos,
leading to potential imperfect simulation in these scenar-
ios. Future work could improve visual quality by collecting
additional specialized data.
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Figure S4. Controlling the strength of weather effects.
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Figure S5. Temporally-Consistent Synthesis and Removal. Left: weather synthesis. Right: weather removal.
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Figure S6. Additional qualitative results of weather removal.
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Figure S7. Additional qualitative results of rain removal. We compare our rain removal results with recent non-diffusion methods [5, 11].
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Figure S8. Additional qualitative results of weather synthesis.

Synthesis Input Synthesis Output Removal Input Removal Output

Figure S9. Limitation. Our method has a few failure cases, such as human facial details and night videos.
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