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Figure 1. Examples from our constructed dataset for subject-
driven text-to-image generation. Each image pair is carefully eval-
uated based on key subject components and multiple similarity
metrics, ensuring high subject consistency.

1. Dataset Details
Similar to the approach of OminiControl [3], we construct
a dataset of paired 1024 × 1024 images for subject-driven
text-to-image generation. Our dataset comprises 2000 com-
mon object categories (e.g., belt, flower, etc.), forming
220,000 image pairs. Firstly, we use ChatGPT-4o to gen-
erate a diverse set of object names. For each object, we
further generate two distinct textual descriptions that depict
the same subject in different scenarios. These descriptions
are then used as input prompts to FLUX1. [1], which pro-
duces image pairs featuring the same object.

To ensure high subject similarity between the image
pairs, we implement a three-stage evaluation process us-
ing ChatGPT-4o. In the first stage, ChatGPT-4o identifies
the key components of the subject. In the second stage,
it conducts a detailed description of these components. In
the final stage, similarity scores are assigned across multi-
ple dimensions (e.g., overall shape and structure, materials,
and colors). We compute the average score for each pair
and retain only those with an average score exceeding 4. A
representative subset of our constructed dataset is shown in
Fig. 1.

Furthermore, we evaluate the quality of the Sub-
ject200k [3] using the same assessment process. The
filtered-out data, which do not meet the similarity thresh-
old, are presented in Fig. 2.

2. More Results
In this section, we present more generation results using Re-
alGeneral.

Figure 2. Examples of image pairs filtered out due to low subject
similarity scores. Each row presents two pairs of images with sim-
ilarity scores of 1, 2, and 3, respectively.

Figure 3. Ablation study for our proposed module. The full ver-
sion presents more subject consistency while demonstrating com-
parable textual controllability.

Fig. 3 presents the qualitative results of our proposed
module. Furthermore, Fig. 4 presents the qualitative re-
sults of various attention masks, as depicted in the paper.
Fig. 5 showcases more results on the DreamBench [2] for
customization task.

Fig. 6 shows more results of canny-to-image task. Fig. 7
shows more results of depth-to-image task. Fig. 8 shows
more results of inpainting and coloring tasks. Fig. 9 shows
more results of image-to-depth and deblurring tasks.
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Figure 4. Qualitative results of various attention masks.
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Figure 5. The results of customization task.



Figure 6. The results of canny-to-image task.



Figure 7. The results of depth-to-image task.



Figure 8. The results of inpainting and coloring tasks.



Figure 9. The results of image-to-depth and deblurring tasks.
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