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CIARD: Cyclic Iterative Adversarial Robustness Distillation

Supplementary Material

In the supplementary materials, we provide an extensive001
elaboration on additional experiments and results for the002
proposed CIARD. On one hand (Section A), we present a003
more systematic description of CIARD’s complete algorith-004
mic workflow 1. On the other hand (Section B), we have005
expanded our experimental scope by incorporating a wider006
range of models and attack methods for testing, thereby007
offering more comprehensive experimental results.008

A. Cyclic Iterative ARD009

This section provides a comprehensive description of010
the Cyclic Iterative Adversarial Robustness Distillation011
(CIARD) algorithm, including its adversarial example gener-012
ation pipeline, multi-teacher knowledge transfer strategy, and013
dynamic optimization mechanisms. The detailed algorithm014
description of CIARD is outlined in Algorithm 1.015

B. Supplementary Experiments016

Training Dynamics Analysis. Figure 1 illustrates the evo-017
lution of both clean accuracy and robust accuracy through-018
out the training process. Unlike traditional ARD methods019
that typically show sharp trade-offs between these metrics,020
CIARD demonstrates a more harmonious progression where021
robust accuracy steadily improves without substantially sac-022
rificing clean performance. Notably, after epoch 50 when the023
robust teacher begins updating, we observe an accelerated024
improvement in the student’s adversarial robustness.025

In addition, Figure 2 shows the ablations study that only026
includes the learnable teacher and does not include the push-027
ing loss component. The results clearly show that without the028
pushing loss, the robustness of our clean teacher decreases,029
and the robustness accuracy of the student model cannot030
be significantly improved. This highlights the crucial role031
of the pushing loss mechanism in our framework, which032
helps maintain the performance of the clean teacher while033
transferring effective robustness to the student model.034
Computational Efficiency Analysis. While our Iterative035
Teacher Training (ITT) introduces additional computation,036
the overhead is moderate: when training the results in Table037
3 (main paper) using WRN-34-10 as the robust teacher on a038
single RTX 4090 GPU, the per-epoch time increases from039
111.06s (w/o ITT) to 140.56s (w/ ITT). This overhead largely040
depends on the teacher model size and remains relatively041
minor for lightweight architectures. We believe the trade-off042
is acceptable given the consistent robustness gains.043
Complete Results on CIFAR-10 & CIFAR-100. In Tables 1044
and 2 of the supplementary material, we present compre-045
hensive evaluation results of our proposed CIARD method046

Algorithm 1: Cyclic Iterative ARD (CIARD)
Input: Clean teacher model Tnat, robust teacher

model Tadv, student model S(x|θs), clean
images x and labels y, perturbation bound Ω,
training epochs T , temperature τ

Input: weights wnat = 0.5, wadv = 0.5, learning rate
α = 0.1, teacher learning rate αt = 0.01,
weight learning rate η = 0.025

1 for epoch = 1 to T do
2 for each mini-batch (x, y) do
3 // * Adversarial Example Generation * //
4 Generate adversarial examples via PGD:

x∗ = argmax
δ∈Ω

CE(S(x+ δ), y);

5 // * Compute Lstudent * //
6 i) Clean knowledge transfer:

Lnat = KL(S(x), Tnat(x));
7 ii) Robust knowledge transfer:

Ladv = KL(S(x∗), Tadv(x
∗));

8 iii) Push loss for robust specialization:
Lpush = Push(S(x∗), Tnat(x

∗));
9 iv) Adaptive weight update:

L̂nat = Lnat/Linit
nat ;

L̂adv = Ladv/Linit
adv;

wnat = wnat − η(wnat −
L̂nat

L̂nat + L̂adv
);

wadv = 1− wnat;

10 v) Total student loss:
Lstudent = wadvLadv + wnatLnat − λLpush;

11 // * Compute Ladv teacher * //
12 Ladv teacher = CE(Tadv(x

∗), y);
13 Update student model S using ∇θSLstudent;
14 if epoch > 50 then
15 Update Tadv using ∇θTLadv teacher;
16 end
17 end
18 end

compared with state-of-the-art adversarial robustness ap- 047
proaches on the CIFAR-10 and CIFAR-100 datasets. We 048
conduct experiments using ResNet-18 and MobileNet-V2 049
architectures against four different attack methods: FGSM, 050
PGDSAT, PGDTRADES, and CW∞. 051

For the CIFAR-10 dataset, CIARD consistently outper- 052
forms all baseline methods across both architectures. With 053
ResNet-18, CIARD achieves the highest clean accuracy 054
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Figure 1. MTARD vs. CIARD.

Figure 2. Robust Model Accuracy Over Epochs.

(88.87%) while maintaining superior robust accuracy under055
various attacks. For example, under FGSM attack, CIARD056
achieves 61.88% robust accuracy and 75.38% weighted ro-057
bust accuracy, surpassing both single-teacher methods like058
RSLAD (60.41%, 72.20%) and dual-teacher approaches like059
B-MTARD (61.42%, 74.81%).060

Similar performance advantages are observed with061
MobileNet-V2, where CIARD achieves 89.51% clean ac-062
curacy and demonstrates consistent improvements in both063
robust and weighted robust metrics across all attack types.064
For instance, under FGSM attack, CIARD achieves 59.10%065

robust accuracy and 74.31% weighted robust accuracy, out- 066
performing B-MTARD (58.79%, 73.94%). 067

For the CIFAR-100 dataset, CIARD also demonstrates 068
superior performance. With ResNet-18 under FGSM attack, 069
CIARD achieves 65.73% clean accuracy, 34.47% robust ac- 070
curacy, and 50.10% weighted robust accuracy, exceeding B- 071
MTARD’s performance (65.08%, 34.21%, 49.65%). These 072
results consistently hold across different attack types, with 073
CIARD maintaining its advantage in the more challenging 074
CIFAR-100 dataset. 075

The comprehensive experimental results confirm that our 076
cyclic iterative approach effectively enhances adversarial ro- 077
bustness while preserving high clean accuracy across differ- 078
ent model architectures and datasets, successfully addressing 079
the accuracy-robustness trade-off challenge. 080

Results on Tiny-ImageNet Dataset. To further evaluate the 081
scalability of our proposed method to more complex datasets, 082
we conduct extensive experiments on the Tiny-ImageNet 083
dataset. Table 3 presents the white-box robustness results 084
using both PreActResNet-18 (RN-18) and MobileNet-V2 085
(MN-V2) architectures, while Table 4 displays the black-box 086
robustness results against various attacks. 087

On the Tiny-ImageNet dataset, CIARD achieves state-of- 088
the-art performance with 57.42% clean accuracy and 28.26% 089
robust accuracy under FGSM attacks for PreActResNet- 090
18, surpassing B-MTARD by 0.61% and 0.14% respec- 091
tively. Similar improvements are observed with MobileNet- 092
V2, where CIARD achieves 53.05% clean accuracy and 093
25.45% robust accuracy, outperforming B-MTARD (52.98%, 094
25.60%). 095

For black-box attacks, CIARD demonstrates even more 096
pronounced advantages. Under PGDtrades attack, CIARD 097
achieves 36.80% robust accuracy and 47.11% weighted 098
robust accuracy with PreActResNet-18, exceeding B- 099
MTARD’s performance (36.65%, 46.73%). Against the more 100
challenging Square Attack (SA), CIARD maintains supe- 101
rior performance with 44.48% robust accuracy and 50.95% 102
weighted robust accuracy, compared to B-MTARD’s 44.46% 103
and 50.64% respectively. 104

These comprehensive results on the more complex Tiny- 105
ImageNet dataset further confirm the effectiveness and scala- 106
bility of our approach across different network architectures 107
and attack types, demonstrating CIARD’s ability to maintain 108
the balance between clean accuracy and adversarial robust- 109
ness even on more challenging visual recognition tasks. 110

Robustness Evaluation against AutoAttack. To provide a 111
more comprehensive and rigorous evaluation of adversarial 112
robustness, we tested our proposed method against AutoAt- 113
tack [3], which is widely considered a state-of-the-art and 114
parameter-free ensemble of attacks. This evaluation provides 115
a reliable estimate of a model’s worst-case robustness under 116
strong, adaptive threat models, thereby addressing the need 117
for evaluation beyond standard PGD-based attacks. The eval- 118
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Table 1. White-box Adversarial Robustness of ResNet-18 on CIFAR-10 and CIFAR-100 Datasets. The best results are bolded, and the
second best results are underlined.

Student Model Attack Type Defense
CIFAR-10 CIFAR-100

Clean Robust W-Robust Clean Robust W-Robust

ResNet-18 FGSM [5]

Single-Teacher

SAT [6] 84.20 55.59 69.90 56.16 25.88 41.02
TRADES [9] 83.00 58.35 70.68 57.75 31.36 44.56
ARD [4] 84.11 58.40 71.26 60.11 33.61 46.86
RSLAD [13] 83.99 60.41 72.20 58.25 34.73 46.49
SCORE [7] 84.43 59.84 72.14 56.40 32.94 44.67
Fair-ARD [8] 83.41 58.91 71.16 57.81 34.39 46.10
ABSLD [11] 83.21 60.22 71.72 56.77 34.94 45.86

Dual-Teacher
MTARD [10] 87.36 61.20 74.28 64.30 31.49 47.90
B-MTARD [12] 88.20 61.42 74.81 65.08 34.21 49.65
CIARD 88.87 61.88 75.38 65.73 34.47 50.10

ResNet-18 PGDsat [6]

Single-Teacher

SAT [6] 84.20 45.85 65.08 56.16 21.18 38.67
TRADES [9] 83.00 52.35 67.68 57.75 28.05 42.90
ARD [4] 84.11 50.93 67.52 60.11 29.40 44.76
RSLAD [13] 83.99 53.94 68.97 58.25 31.19 44.72
SCORE [7] 84.43 53.72 69.08 56.40 30.27 43.34
Fair-ARD [8] 83.41 52.00 67.71 57.81 30.64 44.23
ABSLD [11] 83.21 54.63 68.92 56.77 32.41 44.59

Dual-Teacher
MTARD [10] 87.36 50.83 69.05 64.30 24.95 44.63
B-MTARD [12] 88.20 51.68 69.94 65.08 28.50 46.79
CIARD 88.87 51.70 70.29 65.73 28.05 46.89

ResNet-18 PGDtrades [9]

Single-Teacher

SAT [6] 84.20 48.12 66.16 56.16 22.02 39.09
TRADES [9] 83.00 53.83 68.42 57.75 28.88 43.32
ARD [4] 84.11 52.96 68.54 60.11 30.51 45.31
RSLAD [13] 83.99 55.73 69.86 58.25 32.05 45.15
SCORE [7] 84.43 55.21 69.82 56.40 30.56 43.48
Fair-ARD [8] 83.41 53.77 68.59 57.81 31.50 44.66
ABSLD [11] 83.21 56.10 69.66 56.77 32.99 44.88

Dual-Teacher
MTARD [10] 87.36 53.60 70.48 64.30 26.75 45.53
B-MTARD [12] 88.20 54.40 71.30 65.08 29.94 47.51
CIARD 88.87 54.46 71.67 65.73 29.45 47.59

ResNet-18 CW∞ [2]

Single-Teacher

SAT [6] 84.20 45.97 65.09 56.16 20.90 38.53
TRADES [9] 83.00 50.23 66.62 57.75 24.19 40.97
ARD [4] 84.11 50.15 67.13 60.11 27.56 43.84
RSLAD [13] 83.99 52.67 68.33 58.25 28.21 43.23
SCORE [7] 84.43 50.46 67.45 56.40 26.30 41.35
Fair-ARD [8] 83.41 51.07 67.24 57.81 27.84 42.83
ABSLD [11] 83.21 52.04 67.63 56.77 26.99 41.88

Dual-Teacher
MTARD [10] 87.36 48.57 67.97 64.30 23.42 43.86
B-MTARD [12] 88.20 49.88 69.04 65.08 25.45 45.27
CIARD 88.87 50.61 69.74 65.73 24.43 45.08

uation was conducted on the CIFAR-10 dataset using both119
ResNet-18 and MobileNetV2 as student architectures. The120
results, including clean accuracy, robust accuracy, and the121
holistic Weighted Robustness (W-R) metric, are presented in122
Table 5.123

The results clearly demonstrate the superiority of our pro-124
posed CIARD framework. It achieves the highest Weighted125

Robustness (W-R) on both architectures, reaching 68.88% 126
on ResNet-18 and 67.61% on MobileNetV2. This state-of- 127
the-art overall performance highlights its exceptional ability 128
to balance high accuracy on clean samples with strong de- 129
fense against adversarial attacks. Compared to the strong 130
B-MTARD baseline, CIARD yields a significant W-R im- 131
provement of +1.06% on ResNet-18 and +0.77% on Mo- 132
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Table 2. White-box Adversarial Robustness of MobileNet-V2 on CIFAR-10 and CIFAR-100 Datasets. The best results are bolded, and the
second best results are underlined.

Student Model Attack Type Defense
CIFAR-10 CIFAR-100

Clean Robust W-Robust Clean Robust W-Robust

MobileNet-V2 FGSM [5]

Single-Teacher

SAT [6] 83.87 55.89 69.88 59.19 30.88 45.04
TRADES [9] 77.95 53.75 65.85 55.41 30.28 42.85
ARD [4] 83.43 57.03 70.23 60.45 32.77 46.61
RSLAD [13] 83.20 59.47 71.34 59.01 33.88 46.45
SCORE [7] 82.32 58.43 70.38 49.38 29.28 39.33
Fair-ARD [8] 82.65 56.37 69.51 59.18 34.07 46.63
ABSLD [11] 82.50 58.47 70.49 56.67 33.85 45.26

Dual-Teacher
MTARD [10] 89.26 57.84 73.55 67.01 32.42 49.72
B-MTARD [12] 89.09 58.79 73.94 66.13 34.36 50.25
CIARD 89.51 59.10 74.31 66.72 33.56 50.14

MobileNet-V2 PGDsat [6]

Single-Teacher

SAT [6] 83.87 46.84 65.36 59.19 25.64 42.42
TRADES [9] 77.95 49.06 63.51 55.41 23.33 39.37
ARD [4] 83.43 49.50 66.47 60.45 28.69 44.57
RSLAD [13] 83.20 53.25 68.23 59.01 30.19 44.60
SCORE [7] 82.32 53.42 67.87 49.38 27.03 38.21
Fair-ARD [8] 82.65 50.50 66.58 59.18 30.15 44.67
ABSLD [11] 82.50 52.98 67.74 56.67 31.28 43.98

Dual-Teacher
MTARD [10] 89.26 44.16 66.71 67.01 25.14 46.08
B-MTARD [12] 89.09 47.56 68.33 66.13 28.47 47.30
CIARD 89.51 47.67 68.59 66.72 27.02 46.87

MobileNet-V2 PGDtrades [9]

Single-Teacher

SAT [6] 83.87 49.14 66.51 59.19 26.96 43.08
TRADES [9] 77.95 50.27 64.11 55.41 28.42 41.92
ARD [4] 83.43 51.70 67.57 60.45 29.63 45.04
RSLAD [13] 83.20 54.76 68.98 59.01 31.19 45.10
SCORE [7] 82.32 54.46 68.39 49.38 27.53 38.46
Fair-ARD [8] 82.65 52.12 67.39 59.18 31.26 45.22
ABSLD [11] 82.50 54.49 68.50 56.67 31.90 44.29

Dual-Teacher
MTARD [10] 89.26 47.99 68.63 67.01 27.10 47.06
B-MTARD [12] 89.09 50.44 69.77 66.13 29.82 47.98
CIARD 89.51 50.71 70.11 66.72 28.95 47.84

MobileNet-V2 CW∞ [2]

Single-Teacher

SAT [6] 83.87 46.62 65.25 59.19 25.01 42.10
TRADES [9] 77.95 46.06 62.01 55.41 27.72 41.57
ARD [4] 83.43 48.96 66.20 60.45 26.55 43.50
RSLAD [13] 83.20 51.78 67.49 59.01 27.98 43.50
SCORE [7] 82.32 49.18 65.75 49.38 23.29 36.34
Fair-ARD [8] 82.65 51.07 66.86 59.18 27.55 43.37
ABSLD [11] 82.50 50.20 66.35 56.67 26.40 41.54

Dual-Teacher
MTARD [10] 89.26 43.42 66.34 67.01 24.14 45.58
B-MTARD [12] 89.09 46.81 67.95 66.13 26.50 46.32
CIARD 89.51 46.88 68.20 66.72 25.54 46.13

bileNetV2. It is worth noting that while a specialized method133
like RSLAD achieves the highest raw robust accuracy, it does134
so at the cost of a considerable drop in clean accuracy. In con-135
trast, CIARD maintains a high clean accuracy (e.g., 88.87%136
on ResNet-18) while delivering competitive robustness. This137
confirms that our proposed contrastive push loss and iterative138
teacher training are highly effective at mitigating the com-139

mon accuracy-robustness trade-off. In summary, the strong 140
performance under the demanding AutoAttack benchmark 141
further validates the effectiveness of CIARD in producing 142
lightweight models that are both robust and accurate, making 143
them more reliable for real-world deployment. 144

Ablation Study on the Push Loss Weight λ. Our pro- 145
posed CIARD framework introduces a key hyperparameter, 146
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Table 3. The white-box robustness of the Tiny-ImageNet dataset is
tested using PreActResNet-18 (RN-18) and MobileNet-V2 (MN-
V2), respectively.

Attack Defense
Tiny-ImageNet(RN-18)Tiny-ImageNet(MN-V2)
CleanRobust W-Robust CleanRobust W-Robust

FGSM

SAT 50.08 25.35 37.72 49.03 23.38 36.21
TRADES 48.45 23.59 36.02 43.81 20.10 31.96
ARD 53.22 27.97 40.60 45.53 22.88 33.21
RSLAD 48.78 27.26 38.02 45.69 24.09 34.89
SCORE 10.05 7.80 8.93 28.27 17.47 22.87
Fair-ARD 46.64 25.81 36.23 47.24 25.31 36.28
MTARD 52.98 26.41 39.70 50.50 23.94 37.22
B-MTARD56.81 28.12 42.47 52.98 25.60 39.29
CIARD 57.42 28.26 42.84 53.05 25.45 39.25

PGDsat

SAT 50.08 22.24 36.16 49.03 20.31 34.67
TRADES 48.45 21.59 35.02 43.81 18.16 30.99
ARD 53.22 24.92 39.07 45.53 20.43 32.98
RSLAD 48.78 25.00 36.89 45.69 22.30 34.00
SCORE 10.05 7.65 8.85 28.27 16.48 22.38
Fair-ARD 46.64 23.91 35.28 47.24 23.37 35.31
MTARD 52.98 22.55 37.77 50.50 20.45 35.48
B-MTARD56.81 23.93 40.37 52.98 21.58 37.28
CIARD 57.42 23.95 40.69 53.05 21.38 37.22

PGDtrades

SAT 50.08 23.05 36.57 49.03 21.15 35.09
TRADES 48.45 22.09 35.27 43.81 18.36 31.09
ARD 53.22 25.71 39.47 45.53 21.00 33.27
RSLAD 48.78 25.45 37.12 45.69 22.74 34.22
SCORE 10.05 7.67 8.86 28.27 16.69 22.48
Fair-ARD 46.64 24.29 35.47 47.24 23.77 35.51
MTARD 52.98 23.41 38.20 50.50 21.20 35.85
B-MTARD56.81 24.94 40.88 52.98 22.58 37.78
CIARD 57.42 24.89 41.16 53.05 22.42 37.74

CW∞

SAT 50.08 20.48 35.28 49.03 18.69 33.86
TRADES 48.45 17.33 32.89 43.81 13.47 28.66
ARD 53.22 21.41 37.32 45.53 16.81 31.17
RSLAD 48.78 20.87 34.83 45.69 18.63 32.16
SCORE 10.05 6.19 8.13 28.27 13.25 20.76
Fair-ARD 46.64 19.59 33.12 47.24 20.04 33.64
MTARD 52.98 19.36 36.17 50.50 17.45 33.98
B-MTARD56.81 19.69 38.25 52.98 18.08 35.53
CIARD 57.42 19.56 38.49 53.05 18.20 35.63

λ, which controls the weight of the contrastive push loss147
term responsible for robust specialization. To analyze the148
sensitivity of our method to this parameter, we conducted a149
dedicated ablation study. In our main experiments, we set150
λ = 1.0 by default. For this analysis, to isolate the effect151
of λ, we kept the other primary loss weights fixed at α = 1152
and β = 1. The study was performed using the ResNet-18153
student model on the CIFAR-10 dataset.154

The results, presented in Table 6, show the model’s per-155
formance under various white-box attacks and the compre-156
hensive AutoAttack suite as λ is varied.157

The findings reveal a clear and expected trade-off. As λ in-158

Table 4. Black-box Adversarial Robustness of MobileNet-V2 on
CIFAR-10 and CIFAR-100 Datasets.

Attack Defense
Tiny-ImageNet(RN-18)Tiny-ImageNet(MN-V2)
CleanRobust W-Robust CleanRobust W-Robust

PGDtrades

SAT 50.08 33.40 41.74 49.03 33.47 41.25
TRADES 48.45 31.01 39.73 43.81 28.35 36.08
ARD 53.22 34.74 43.98 45.53 30.73 38.13
RSLAD 48.78 32.85 40.82 45.69 31.20 38.45
SCORE 10.05 8.74 9.40 28.27 21.82 25.05
Fair-ARD 46.64 31.58 39.11 47.24 31.80 39.52
ABSLD 47.21 31.84 39.53 48.08 32.89 40.49
MTARD 52.98 34.48 43.73 50.50 32.75 41.63
B-MTARD 56.81 36.65 46.73 52.98 34.25 43.62
CIARD 57.42 36.80 47.11 53.05 34.50 43.78

CW∞

SAT 50.08 33.20 41.63 49.03 33.13 41.08
TRADES 48.45 30.72 39.59 43.81 28.64 36.23
ARD 53.22 33.32 43.27 45.53 30.23 37.88
RSLAD 48.78 32.09 40.44 45.69 31.10 38.40
SCORE 10.05 8.82 9.44 28.27 22.19 25.23
Fair-ARD 46.64 31.38 39.01 47.24 31.40 39.32
ABSLD 47.21 31.66 39.44 48.08 32.43 40.26
MTARD 52.98 33.80 43.39 50.50 32.05 41.28
B-MTARD 56.81 33.40 45.11 52.98 33.50 43.24
CIARD 57.42 33.69 45.56 53.05 33.45 43.25

SA [1]

SAT 50.08 38.72 44.40 49.03 37.95 43.49
TRADES 48.45 36.58 42.52 43.81 32.39 38.10
ARD 53.22 42.58 47.90 45.53 34.60 40.07
RSLAD 48.78 37.64 43.21 45.69 35.18 40.44
SCORE 10.05 8.67 9.36 28.27 22.16 25.22
Fair-ARD 46.64 35.81 41.23 47.24 36.53 41.89
ABSLD 47.21 36.77 41.99 48.08 38.18 43.13
MTARD 52.98 41.70 47.34 50.50 38.88 44.69
B-MTARD 56.81 44.46 50.64 52.98 40.62 46.80
CIARD 57.42 44.48 50.95 53.05 39.96 46.51

creases, a greater emphasis is placed on pushing the student’s 159
predictions away from the clean teacher’s vulnerabilities, 160
which generally leads to improved adversarial robustness. 161
This is evidenced by the rising robust accuracy against most 162
attacks, particularly the strong AutoAttack benchmark (from 163
48.48% to 49.25%). This gain in robustness is accompanied 164
by a slight and graceful degradation in clean accuracy (from 165
89.06% to 88.60%). Our chosen default value of λ = 1.0 166
strikes an effective balance, achieving strong performance 167
across both clean and adversarial examples. The relative sta- 168
bility of the results across the tested range also indicates that 169
our method is not overly sensitive to this hyperparameter. 170

C. Future Research Directions 171

Scaling of multi-modal data. We can extend CIARD to 172
multi-modal data, such as images, text and audio, to enhance 173
the robustness of the model across different data modalities. 174
The fusion and processing of multi-modal data is crucial for 175
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Table 5. Performance evaluation against AutoAttack on CIFAR-10. We report clean accuracy (Clean), robust accuracy (Robust), and
Weighted Robustness (W-R). The best results are in bold, and the second-best are underlined. Our CIARD method achieves the highest W-R
on both architectures.

Defense Method ResNet-18 MobileNetV2

Clean (%) Robust (%) W-R (%) Clean (%) Robust (%) W-R (%)

RSLAD 83.99 50.98 67.49 83.20 50.23 66.72
Fair-ARD 83.41 49.21 66.31 82.65 47.68 65.17
ABSLD 83.21 50.60 66.91 82.50 48.65 65.58
MTARD 87.36 46.18 66.77 89.26 41.02 65.14
B-MTARD 88.20 47.44 67.82 89.09 44.58 66.84

CIARD (Ours) 88.87 48.88 68.88 88.90 46.31 67.61

Table 6. Ablation study on the push loss weight λ. Experiments were run with ResNet-18 on CIFAR-10. We report clean accuracy and
robust accuracy under multiple attack scenarios. The setting used in our main experiments (λ = 1.0) is highlighted.

Weight λ Clean (%) PGD-T (%) PGD-S (%) FGSM (%) CW∞ (%) AutoAttack (%)

0.8 89.06 53.85 51.21 61.12 50.31 48.48
1.0 88.87 54.46 51.70 61.88 50.61 48.88
1.2 88.60 54.55 51.98 61.81 50.92 49.25

improving model robustness. Future research could focus176
on designing a unified framework that enables CIARD to177
process multiple data types and utilise the complementary178
information between these modalities to improve robustness179
and accuracy. This approach will significantly expand the180
applicability and effectiveness of CIARD in a variety of181
realistic scenarios.182

Cross-domain applications. We can try to apply CIARD to183
various domains such as healthcare, finance, and autonomous184
driving to verify its versatility and usefulness. Different do-185
mains have unique data characteristics and application re-186
quirements, and future research could explore how CIARD187
can be adapted and optimised for these specific scenarios.188
By doing so, the effectiveness and value of CIARD can be189
validated in real-world applications, thus ensuring its wider190
applicability and impact in different domains.191

Integration with mainstream architectures. In this paper,192
we focus on DNN models because they have established193
benchmarks and are widely used in current applications.194
However, we also recognize the importance of evaluating195
our approach on newer architectures. In our current work,196
we not only focus on the latest models like ViT and Swin-197
Transformer, but also combine the methods of this paper198
with LLMs to carry out NLP tasks as a way to improve the199
robustness of the target model.200

Through these research directions, the performance and201
application scope of CIARD can be further improved, laying202
the foundation for building more robust and efficient edge203
intelligence systems.204
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