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In this supplementary material,
A. we provide a detailed description of the experimental

setup.
B. we present additional experimental results using different

light sources and diffraction grating sheets.
C. we present additional experimental results of pixel-to-

wavelength mapping of our method.
D. we provide a further derivation of the pixel-to-wavelength

mapping representation.
E. we provide a detailed description of the basis representa-

tions for grating efficiency.
F. we provide a detailed description of the linear system in

the proposed solution method.
G. we provide an additional comparison with the existing

diffraction grating-based method.
H. we present a detailed conditions for one-to-one pixel-to-

wavelength mapping to be hold.
I. we evaluate the consistency of grating efficiency estima-

tions across different cameras.
J. we present the raw measurements captured in the real-

world experiments.

A. Real-world experimental details
Figure S1 (Left) shows the our experimental setup with ap-
proximate distances annotated. The incoming light goes
through the 3D-printed slit with the 2.5mm width.

The images are captured in a completely dark room set-
ting with the RAW format, with all camera parameters man-
ually fixed, including white balance, ISO, and exposure
time. The white balance is set to daylight and the ISO to
100 throughout the experiment.

B. Experiment results using different light
sources and grating sheets

To verify the effects of different incoming light spectra and
differences among diffraction grating sheets, we compare
the results using three different light sources and three dif-
ferent diffraction grating sheets. For the light sources, we
use the following three LEDs:
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Figure S1. The left-hand side image shows our experimental setup
with the specific distance between the light source with a slit, the
diffraction grating, and the camera. The second row shows the
plots of the light spectra of LED 1, LED 2, and LED 3 and ex-
amples of diffracted observations. x-axis and y-axis correspond
to wavelength and the intensity in each wavelength, respectively.
The observations are adjusted for visualization.

LED 1: “Godox LITEMONS LED6R (GODOX Photo
Equipment Co., Ltd.),” with a color temperature
of 6500K.

LED 2: The same product as LED 1, with a color tem-
perature of 3200K.

LED 3: “Phone Selfie Light (Mionondi),” with a color
temperature of 3200K.

The light spectra and the examples of the diffracted obser-
vations are shown in Fig. S1. For the diffraction grating
sheets, we use the following three sheets:
Grating 1: 500 slits/mm, “500 lines/mm Linear Diffrac-

tion Grating Sheet” sold by Bartovation.
Grating 2: 1000 slits/mm, “1000 lines/mm Linear

Diffraction Grating Sheet” sold by Bartovation.
Grating 3: 500 slits/mm, “Diffraction Grating Sheet

Replica 500” sold by Kenis.
We use LED 1 and Grating 1 in the main paper.

Figure S2 shows the results for Sony α1 using LED 1,
LED 2, and LED 3 with Grating 1. All results demon-
strate nearly identical camera spectral sensitivities, indicat-
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LED 1 LED 2 LED 3

5.45× 10−2 4.28× 10−2 6.42× 10−2

Figure S2. Estimated results of our method using different light
sources for Sony α1 with Grating 1

Grating 1 Grating 2 Grating 3
[500 slits/mm] [500 slits/mm] [1000 slits/mm]

5.45× 10−2 5.44× 10−2 5.97× 10−2

Figure S3. Estimated results of our method using different diffrac-
tion grating sheets for Sony α1 with LED 1

ing the stability of our method across different light sources.
Figure S3 compares the use of different diffraction grating
sheets on Sony α1 using LED 1. Overall, the estimated re-
sults remain consistent regardless of the diffraction grating
choice.

C. Experiment results of pixel-to-wavelength
mapping

To evaluate mapping estimation using a light source with
spiky and non-spiky spectrum, we show the qualitative re-
sults of the pixel-to-wavelength mapping by our methods in
Fig. S4, with quantitative results shown in Table S1. We
used the following relative error metric, similar to the main
paper:

RE =
1

λM − λm

√
∥λ∗ − λ∥22

N
, (1)

where λ = [g(p1), . . . , g(pn)] ∈ Rn is the corresponding
wavelength interpolated by pixel-to-wavelength mapping
function g(p), and λ and λ∗ is the interpolated wavelength
by ground-truth and estimated pixel-to-wavelength map-
ping function, respectively.

The experiment shows that the pixel-to-wavelength map-
ping using fluorescent light can achieve around 0.3% error
regardless of the target camera sensitivity. While the map-
ping estimation using an LED has a larger error compared to
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Figure S4. Plots of pixel-to-wavelength mapping from the syn-
thetic experiment in the main paper (top row) and the real-world
experiment (second row.) The legend is shown in the figure. We
put the ground-truth plot only for the synthetic experiment, since
we do not have the ground-truth mapping in the real-world set-
ting. The Initial corresponds to the initial guess of the pixel-to-
wavelength mapping for Ours (LED), where a = 0, b = f/n,
c = 0, as described in the main paper. x-axis corresponds to the
pixel coordinate, and y-axis to wavelength. Estimation using a
non-spiky spectrum can achieve comparable results to estimation
using a spiky spectrum.

EOS 600D
Olympus Pentax K5 Sumsung

EPL2 Galaxy S20
Flu+LED 0.31 0.31 0.31 0.31

LED 2.18 2.13 2.34 2.10

Table S1. Synthetic quantitative results of pixel-to-wavelength
mapping. ”Fluorescent” corresponds to the estimation using a
light source with a spiky spectrum, and ”LED” to the estimation
with a non-spiky spectrum. The values are scaled by 102 as per-
centage for display purposes.

the fluorescent one, and the error is more sensitive to varia-
tions in camera spectral sensitivity due to the relatively low-
frequency light spectrum, the results still show at most 2%
error. This yields comparable results to the estimation using
fluorescent light, even with a rough initial guess, in both the
synthetic and real-world experiments.

D. Pixel-to-wavelength mapping representa-
tion

In this section, we provide a rationale for approximating the
pixel-to-wavelength mapping λ(p) using a quadratic func-
tion.

Assuming an ideal diffraction grating, there is a linear
relation between a certain wavelength λ and the sin value of
kth diffraction angle θk(λ) as

d sin θk(λ) = kλ, (2)

where d is the slit width of the diffraction grating, and the
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Figure S5. (a) Visual illustration of the geometric relation of the
diffraction grating and the diffraction angle. (b) The plot of λ
with respect to tan(θk=1). In the visible wavelength domain,
1st or2nd degree of polynomial fit can sufficiently represent the
original function.

diffraction angle θk(λ) describes the kth intensity maxima
position xk(λ) as illustrated in Fig. S5 (a).

With 500 slits/mm diffraction grating, which is used in
our real-world experiments, for example, the slit width d is
d = 1

500mm = 2.0×10−6 m. Given the visible wavelength
domain, which is approximately in [380 nm, 720 nm], we
can compute the possible range of sine of the 1stdiffraction
grating angle as:

3.8× 10−7

2× 10−6
≤ sin θk=1 ≤ 7.2× 10−7

2× 10−6

∴ 0.190 ≤ sin θk=1 ≤ 0.360

∴ 0.191 ≤ θk=1(λ) ≤ 0.369.

(3)

Figure S5 (b) shows the plot of y = λ with respect
to tan θk(λ) where θk=1(λ) ∈ [0.191, 0.369], accompanied
with the 1st and 2nd degree of polynomial fit results of
y = λ. It is obvious that the wavelength λ and tan θk(λ) is
almost in the affine relation in the given domain, and at most
2nd degree of polynomial approximation is good enough to
represent the wavelength λ using a tangent value of diffrac-
tion angle, tan θk(λ).

At the same time, tan θk(λ) can be described as

tan θk(λ) =
xk(λ)

sz
, (4)

where
[
sx, sy, sz

]T ∈ R3 is the center coordinate of the
diffraction grating in the camera coordinate system. Thus
similarly, λ can be represented using 2nd degree of polyno-
mial of xk(λ).

Furthermore, assuming the image plane and the diffrac-
tion grating sheet are parallel with each other, then we can
define the intensity maxima position in the camera coordi-
nate system xk(λ) ∈ R3 as

xk(λ) =

xk(λ) + sx
sy
sz,

 . (5)

Assuming a pin-hole camera model, the corresponding
pixel coordinate along x-axis, or along the diffraction di-
rection, pk(λ) can be represented in an affine relation as

pk(λ) = fx
xk(λ) + sx

sz
+ cx, (6)

where fx and cx ∈ R+ represent focal length and the image
center in the horizontal direction, respectively.

Overall, since λ can well represented by 2nd degree
of polynomial of tan θk(λ) and since tan θk(λ) and the
corresponding pixel position pk(λ) is in an affine rela-
tion to tan θk(λ), wavelength λ can be represented by
quadratic function of the pixel coordinate p(λ), and pixel-
to-wavelength mapping λ = g(p) is represented as Eq. (13)
in the main paper.

E. Basis representations for grating efficiency
We define a Fourier basis for the grating efficiency function
Bη = [bk]k=1,...,t ∈ Rf×t as follows:

bk =

 cos (2πkfi) if k is odd,
sin (2πkfi) if k is even and k ̸= 0,
1 if k = 0,

(7)

where t denotes a number of basis, λl, λu are the lower and
upper bound of the wavelength range, respectively, and fi =

λi

λu−λl
.

F. Estimation details
Here we detail the vectors and matrices that appear in
Eq. (12) of the main paper:

x∗ = argmin
x

∥Adifx∥22 s.t.
[
0 Adir

]
x = mdir. (8)

In the constraint, Adir is a 3×3bs dimensional matrix writ-
ten as

Adir =

e⊤Bs(R) 0 0

0 e⊤Bs(G) 0

0 0 e⊤Bs(B)

 ,

where Bs(R), Bs(G), and Bs(B) are basis matrices for each
RGB color channel. The accompanying zero matrix 0 is
3× bη dimensional.

In the objective, Adif becomes a 3f × (bη +3bs) dimen-
sional matrix as

Adif =

diag (a(R)

)
Bη −Bs(R) 0 0

diag
(
a(G)

)
Bη 0 −Bs(G) 0

diag
(
a(B)

)
Bη 0 0 −Bs(B)

 ,
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Figure S6. Estimation results of the existing diffraction grating-based method [1] using different numbers of patches in the transmissive
color chart. Since there is no known dataset for transmissive filters, we synthesized N -band transmissive filters. We implemented them
using shifted Gaussian distributions, ensuring that the visible wavelength range was always fully covered by the N filters. The rightmost
figure shows an example filter spectrum for the N = 10 case.

where vector a(c) is defined as

a(c) = diag
(
e−1

)
W†mdif(c)

for color channel c ∈ {R,G,B}, and mdif(c) is a vec-
tor of diffracted light observations in color channel c.

x =
[
cTη, cTs(R), cTs(G), cTs(B)

]T
∈ Rbη+3bs is the vec-

tor of unknowns in total.
To solve this problem, we introduce Lagrange multiplier

µ ∈ R3 whose dimension corresponds to the number of
equations in the linear constraints from the direct light ob-
servation Adir. With the Lagrange multiplier µ, the La-
grangian L is defined as:

L = ∥Adifx∥22 + µT
([
0 Adir

]
x−mdir

)
,

whose stationary point should satisfy ∂L
∂x = 0 and ∂L

∂µ = 0.
It results in the following linear system of equations:

A

[
x
λ

]
= b,

where

A =

[
2AT

difAdif

[
0 Adir

]T[
0 Adir

]
0

]
∈ R(bη+3bs+3)×(bη+3bs+3)

b =

[
0

mdir

]
∈ Rbη+3bs+3

.

The estimates of x∗ and µ∗ is found by A−1b if A−1 ex-
ists. Since the system in Eq. (8) is already overdetermined
and sufficiently robust, we found that the explicit positiv-
ity constraints are unnecessary, as confirmed by our experi-
ments. The full estimation of pixel-to-wavelength mapping
and camera spectral sensitivity takes about two to four min-
utes per camera on a single core of an Intel Xeon CPU.

G. Existing diffraction grating-based method
The previous method [1] uses diffracted observations from
multiple light sources and images of a transmissive color

chart. In theory, their method can be applied in combina-
tion with our estimation method of the pixel-to-wavelength
mapping. Specifically, we can use a diffracted observation
from a single light source and treat the observation of the
direct light as a single patch of the transmissive color chart.
However, based on our preliminary experiments, we found
that their solution method based on stochastic gradient de-
scent using the ADAM optimizer is unstable.

Figure S6 shows their estimation results by varying the
number of patches in the transmissive color chart. As stated
above, the proposed setup corresponds to the single-patch
case, and we confirm that stable estimation with [1] requires
using more than 10 patches.

As in the one-patch result from the above preliminary
experiment, the estimation in the real-world experiments
shows RE = 0.58 to 0.65 when evaluated on the same
input as ours. This emphasizes the effectiveness of the
proposed solution method using a linear solution method,
which works well for the single-patch case.

H. Slit width impact
This section outlines the conditions under which one-to-one
pixel-to-wavelength mapping can be assumed. One-to-one
pixel-to-wavelength mapping is ensured by two conditions:
a) diffraction resolvance ∆λ = λf/N (with N being the
number of slits) determined by the Rayleigh criterion must
be finer than the ground-truth resolvance ∆λGT, and b) the
diffracted pattern must span at least f pixels, i.e., n ≥ f .
Given ∆λGT ≈ 10 nm and λf = 720 nm from Cam-
SPECS XL, condition (a) holds when N ≥ 100. Our grat-
ings (500 or 1000 slits/mm) meet this, and we align the
camera so that the pattern spans at least f = 31 pixels.

I. Consistency of efficiency estimation
To assess the consistency of the diffraction grating effi-
ciency estimation across different scenes, we show a com-
parison of the estimated efficiencies. Figure S7 shows the
estimated efficiencies for the scenes in the real-world ex-
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Figure S7. Normalized grating efficiency plot from
Ours (LED+Flu) and Ours (LED).
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Figure S8. Diffraction observations in the real-world experiments.

periments (see Fig.7 in the main paper), which employ dif-
ferent cameras with varying relative positions between the
camera and the slit, resulting in varying pixel-to-wavelength
mappings. The mean cosine similarities of all estimations
are 0.97 (LED+Flu) and 0.96 (LED), indicating the consis-
tency of the proposed efficiency estimation method.

J. Diffracted light observation in the real-
world experiments

Figure S8 shows the input diffracted light observations in
the experiments. The observed diffraction patterns vary
with each camera’s spectral sensitivity, enabling us to es-
timate those sensitivities.
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