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Supplementary Material

Appendix A of this supplementary material explains how
CMX [6] was modified and retrained for our task. On
the other hand, Appendix B explains in detail the geom-
etry baselines. We also report extra qualitative examples
and attention maps for a more detailed comparison in Ap-
pendix C.

A. Implementation details of CMX

The original CMX [6] had two input images of three chan-
nels, we adapted it to input the source RGB channels con-
catenated with the object mask, and the destination RGB
image. Since there are few examples of destination images
without mask, we augment it with a probability of 10%. We
use the version of [6] that incorporates Mix Transformer
encoder (MiT) [5] pretrained on ImageNet [4]. In partic-
ular, we use the variant MiT-b4, changing the patch em-
bedding input size for the source input to 4 channels. As
for the decoder, we fuse the multi-level features from the
backbone as done originally, and input the fused features
to the XSegTx [2] decoder to generate a mask prediction.
During training, we found out that freezing the pre-trained
weights and training the rest worked the best, whereas fine-
tuning it afterwards or training without freezing layers led
to no improvement or convergence. To prevent overfitting
and speeding up the epoch training time, we randomly sam-
pled 2% of the training and validation set being different
for each epoch over 25 epochs. We employ AdamW op-
timizer [3] with weight decay 0.01 and a starting learning
rate of 1e−3, which is decreased towards 0 using a cosine
scheduler.

B. Geometry Methods

Since the k-NN baseline does not take into account the mask
location, objects having similar appearance can lead to false
positives. For that, we decided to restrict the previous ap-
proach to fulfill the epipolar line restriction by assuming a
pin-hole camera model in a self-calibration fashion. Since
our epipolar constraint has been defined with a wide thresh-
old, this assumption is good enough to detect most false
positives. For this end, we used RoMa [1] to obtain the fun-
damental matrix F .

Given the centroid of the source mask in homogeneous
coordinates xS = (xS

x , x
S
y , 1), we obtain the epipolar line in

the destination image as lD = F · xS = (a, b, c). Then, we
compute the perpendicular distance d of the most feature-
similar possible masks from the centroid to its correspond-

ing epipolar line:
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(A.1)

If the distance is superior to a certain threshold, the can-
didate mask is discarded.

B.1. Success rate of matching methods
The success rate we use to choose the features matching
method is based on an epipolar geometry criterion. With
the ground truth pose and the calibration of the cameras,
we verify that the matches satisfy the epipolar constraint.
Even when the pose estimation is not accurate enough to
obtain a precise classification of the rate of correct matches
in each pair of images, the obtained result is good enough
for identifying success and failure cases.

C. Extra Qualitative Results
We report extra qualitative results in Fig. A.1 and Fig. A.2,
showing the best three FastSAM mask candidates predicted
by our model for visualization purposes. Note that we only
use the top-1 mask for reporting the official quantitative
metrics. In most of the cases, the predicted mask matches
with the target object, achieving a very fine-grained seg-
mentation quality even when the source or target objects
are considerably small. However, our model is also depen-
dent on the quality of the candidate masks, showing in some
cases sparse segmentations (i.e. the guitar in Fig. A.1) or in-
accurate masks (the chain in Fig. A.2).

Finally, we visualize extra examples of the attention
maps produced by our novel Ego↔Exo Cross Attention
mechanism, which captures the object visual cues in the
other viewpoint (Fig. A.3).
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Figure A.1. Ego2Exo Extra Qualitative Results. For visualization purposes, we show the top 3 masks in green, yellow and orange. In
blue we show the source and ground-truth masks.

Figure A.2. Exo2Ego Extra Qualitative Results. For visualization purposes, we show the top 3 masks in green, yellow and orange. In
blue we show the source masks.
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Figure A.3. Attention maps of the Ego↔Exo Cross Attention module. We visualize the average of the attention maps, showing how the
mechanism correlates the object features from the other image perspective.
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