Supplementary Material for WonderTurbo: Generating Interactive 3D World in
0.72 Seconds
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In the supplementary material, we provide further imple-
mentation details. We present additional qualitative results,
where we use panoramic camera path maps to automate the
generation process.

1. Implementation Details

Time cost evaluation. To effectively evaluate the generated
scenes, we compare the time required to generate scenes of
the same size. Specifically, for offline methods, we follow
the setups of LucidDreamer [1] and Text2Room [3], first
generating multiple images of new scenes and then convert-
ing them into 3D scenes according to their respective meth-
ods. For DreamScene360 [7] and Text2Room [3], we use
the Diffusion360 [2] model to generate panorama images
of the input images, which are then lifted to 3D. We com-
pute the total time for this process and compute the time
cost of generating the test scenes based on the size of the
generated and test scenes. For online methods, we directly
calculate the time required to generate a new scene.

Metrics. To evaluate the quality of 3D interactive
scene generation, we utilize several metrics: CLIP
scores (CS) [4], CLIP consistency (CC) [4], CLIP-IQA+
(CIQA) [5], Q-Align [6], and CLIP aesthetic scores
(CA) [4]. These metrics not only assess the quality of ap-
pearance modeling but also evaluate the quality of geometry
modeling, as inaccurate geometry can lead to severe distor-
tions when rendering novel views, which can significantly
impact metrics such as CLIP-IQA+ (CIQA), Q-Align, and
CLIP aesthetic scores (CA). The CLIP score (CS) mea-
sures the relevance between the scene prompt and the ren-
dered image by computing the cosine similarity between
their respective CLIP embeddings. CLIP consistency (CC)
is assessed by measuring the cosine similarity between the
CLIP embeddings of each novel view and the central view,
ensuring semantic consistency across views. CLIP-IQA+
(CIQA) is an enhanced image quality metric that combines
perceptual quality models with deep learning techniques to
evaluate attributes. Finally, the CLIP aesthetic score (CA)

captures the aesthetic quality of the image, considering ele-
ments like composition, contrast, and color harmony.

2. Qualitative results.

As shown in Fig. | and Fig. 2, we provide additional scenes
to demonstrate the superiority of WonderTurbo.
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Figure 1. Qualitative examples.
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Figure 2. Qualitative examples.
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