DDB: Diffusion Driven Balancing to Address Spurious Correlations

Supplementary Material

1. Dataset Details

Waterbirds. This dataset is introduced by [6] and is a syn-
thesized collection created by cropping birds from the CUB
dataset [7] and pasting them onto backgrounds from the
Places dataset [10]. In this dataset, seabirds and waterfowl
are labeled as “Waterbirds,” while other birds are labeled
as “Landbirds.” The backgrounds are categorized into two
types: ocean and natural lake for the water background, and
bamboo forest and broadleaf forest for the land background.

In the dataset, waterbirds with a water background and
landbirds with a land background are considered the ma-
jority groups, while waterbirds with a land background and
landbirds with a water background are considered the mi-
nority groups. The number of samples in each group is
shown in Table 1.

CelebA. Following [6], we utilized the “blond” and
“non-blond” attributes from celebrity images in [4] as la-
bels. In this dataset, there is a spurious correlation between
gender and label. The majority groups are typically con-
sidered to be blond females and non-blond males, while the
minority groups are considered to be blond males and non-
blond females. However, as mentioned in the paper, the
number of non-blond females and males are almost equal,
and thus, this dataset only have one minority group. We also
used the class-balanced dataset for our approach, similar to
[5]. The number of samples in each group is shown in Table
2.

Metashift. This dataset was introduced by [3] for a bi-
nary classification task with labels “dog” and “cat.” The
dataset exhibits a diversity shift, as categorized by [9],
where test images contain different spurious attributes com-
pared to the training set. Following [8], cat images in
the training set have spurious attributes, such as ”bed” or
”sofa” in the background, while dog images have spurious
attributes, such as ”bench” and “’bike.” In contrast, the test
images do not contain these attributes; instead, the spurious
attribute in the test images is “’shelf.” The number of sam-
ples in each group is shown in Table 3.

Table 1. The number of samples in the training, validation, and
test sets for the Waterbirds dataset

Split ‘ Train  Validation  Test

(landbird, land background) ‘ 3,498 467 2,255
(landbird, water background) ‘ 184 466 2,255
(waterbird, land background) ‘ 56 133 642
(waterbird, water background) ‘ 1,018 133 642

Table 2. The number of samples in the training, validation, and
test sets for the CelebA dataset

Split | Train  Validation — Test
(NonBlond, female) ‘ 12,426 8,535 9,767
(NonBlond, male) ‘ 11,841 8,276 7,535
(Blond, female) ‘ 22,880 2,874 2,480

(Blond, male) | 1,387 182 180

Table 3. The number of samples in the training, validation, and
test sets for the Metashift dataset

Split ‘ Train  Validation  Test
(Cat, sofa) | 231 0 0
(Cat,bed) | 380 0 0
(Dog, bench) | 145 0 0
(Dog, bike) | 367 0 0
(Cat, shelf) 0 34 201
(Dog, shelf) 0 47 259

The time required to generate new samples is shown in
Table 4 using an A100 GPU. This includes the masking pro-
cess, generation using the diffusion model, and the compu-
tation of the Integrated Gradient (IG) score.

Table 4. Generation time in datasets.

Generation time | Metashift CelebA  Waterbirds
(hours) 0.5 5 1

1.1. Details on CelebA and Spurious Features

In addition to spurious objects (such as backgrounds in the
Waterbirds dataset or gender-based facial attributes in the
CelebA dataset), spurious features can also exist within
datasets. In the CelebA dataset, there is a correlation be-
tween hair color and other hair attributes, such as hair length
or shape. For example, there is an imbalance between long
blond hair and long non-blond hair, as well as between wavy
blond hair and wavy non-blond hair [5]. Our approach
makes the ERM model robust to both of these spurious cor-
relations by balancing the dataset in both ways. In Figure 1,
we show multiple images that are not wavy and have short
blond hair, addressing this type of spurious correlation.



Original

Generated
(Our method)

Figure 1. Generated samples in the CelebA dataset. The generated
samples exhibit the spurious features of the non-blond class, as
they are short and not wavy.
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Figure 2. Generated non-blond females in cases where masking
fails.

2. Experiments
2.1. DDB Training

ERM Model. We utilized the ERM model for the CelebA
and Waterbirds datasets from [5], and the Metashift dataset
from [8].

Hyperparameters. For textual inversion training, we
utilized the Huggingface implementation. The detailed hy-
perparameters for our method on the three datasets are
shown in Table 5.

Algorithm. A formal algorithm of our method is pro-
vided in Algorithm 1.

Algorithm 1: Diffusion-Driven-Balancing (DDB)

Input: Training Dataset Dy.qir, Class 4,7,
Inpainting Model S D, Masking Model m,
Hyperparametes K;, K;/,v1, Y2, Pi, Py

Textual_Dset; <+

Pick a few samples (z,y) € Dirain;

2 Textual_Dset; <

Pick a few samples (2, y’) € Dirain:

3 CF = TextualInversion(SD, Textual _Dset;);

4 C} = TextualInversion(SD, Textual_Dset;);

5

6

—

D; <+ SaveLowLossSamples(Dirain, i, K;);

D;r + SaveLowLossSamples(Dirain, i Kir) ;

// Equation ??

U, < MeanSoftMax(D;,1) ;

8 U; «+ MeanSoftMax(D;,i');

9 D/i/ =
GenerateNewDataset(f,i,1,9;,Py,m,C},SD);

2

10D, =
GenerateNewDataset(f,i',i,V;,P;,m,C},SD);

11 Dtrain — Dtrain U D/i U D,i’ 5
12 for epoch = 1,2,3...,0 do
13 for batch BinDy, do

14 B} = SamplesfromB € D';;

15 Bl, = SamplesfromB € D';;

16 Leg = ﬁ Z(m,y)eg 1(fo(x),y);
17 Lgen1 = ﬁ Y (@yen Wfo(2),y);

18 Lgenz = ﬁ Z(z,y)eB;, I(fo(2),y);
19 Liotat = Lcr + 71Lgenl + 72Lgen2;
20 f < UpdateW eights(Liotar)

21 end

22 end

2.2. Textual inversion

Figure 3 shows the impact of the textual inversion dataset
size. As demonstrated, the optimal number of samples leads
to the specified token better representing the causal parts,
resulting in higher-quality images.

We selected minority group samples for the textual in-
version dataset to ensure that the learnable token does not
reconstruct the spurious feature sy, thereby preventing er-
ror propagation when other components fail. For instance,
in the CelebA dataset, where the mask is intended to iso-
late the hair, if the mask encompasses both the face and the
hair, Stable Diffusion will regenerate the face in accordance
with the learned representation of the minority group sam-
ples, provided the token has been trained to capture such
features. As shown in Figure 2, the mask includes the face
region as well. However, the learned token generates a non-



Table 5. Hyperparameters. The batch size and learning rate are for the retraining phase of the ERM model.

Dataset ‘ Batch size Learningrate 1 2 P1 P2

CelebA ‘ 64 0.00001 2 7 2 03
Metashift | 16 0.00005 1 4 03 2
Waterbirds ‘ 32 0.000005 6 10 1 1

blond woman, as the text embedding model was trained on
a dataset of non-blond women.

2.3. Pruning

As mentioned in the paper, in the Metashift dataset, many
samples in the dog class are too small compared to the im-
age or other animals present, leading the masking model to
mistakenly identify these non-relevant parts as the causal
component. Some examples of these problematic samples
are shown in Figure 4. In the CelebA dataset, identifying
hair is challenging for the masking model, as shown in Fig-
ure 1. To address this limitation, we use textual inversion, as
explained in § 2.2. Additionally, many bald samples wear-
ing hats exist in the non-blond class, which results in cor-
rupted generated images that need to be pruned. An exam-
ple of this case is shown in Figure 5.

2.4. Imagenet-A

For further experiments and to evaluate DDB on more gen-
eral tasks, we assessed our approach on two classes from
ImageNet-A [2]—natural adversarial examples: Cockroach
and Bee. This dataset contains samples on which standard
machine learning models typically perform poorly. Our
method improved the average accuracy of the ERM baseline
on this dataset from 43.26% to 62.58%. We used ImageNet-
1k [1] as the source of training samples. The ERM model
was trained using the SGD optimizer with a learning rate of
0.001, while the retraining phase used the Adam optimizer
with a learning rate of 0.0005. The batch size was set to 32
for both stages. We also set the hyperparameters v; = 1 and
~v2 = 1 in this experiment. Qualitative images are available
in Fig. 6.

2.5. Qualitative images

In this section, we provide additional qualitative examples
across datasets. Figures 9 and 10 present generated images
from the Waterbirds dataset, Figures 7 and 8 show results
from the CelebA dataset, and Figures 11 and 12 show re-
sults from the Metashift dataset. Each figure showcases suc-
cessful generations of minority group samples across differ-
ent classes.
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Figure 3. Examples of generated samples for landbirds and waterbirds with varying textual inversion dataset sizes, as well as samples
generated without utilizing textual inversion and the initial image.
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Figure 5. Example of bald samples or samples wearing hat in the
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Figure 7. Examples of generated female samples along with the
corresponding masks and initial images. The initial images are
belong to male class.

Initial image

Figure 6. Examples of generated samples along with the corre-
sponding masks and initial images. The generated images belong
to the cockroach class, with initial images taken from the bee class,
and vice versa.

Figure 8. Examples of generated male samples along with the
corresponding masks and initial images. The initial images are
belong to female class.
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Figure 9. Examples of generated landbird samples along with the
corresponding masks and initial images. The initial images are
belong to waterbird class.
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Figure 10. Examples of generated waterbird samples along with
the corresponding masks and initial images. The initial images are
belong to landbird class.
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Figure 11. Examples of generated dog samples along with the
corresponding masks and initial images. The initial images are
belong to cat class.
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Figure 12. Examples of generated cat samples along with the cor-
responding masks and initial images. The initial images are belong
to dog class.
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