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A. Implementation Details
Hyperparameter Details. Fine-tuning was conducted with
a batch size of 1 over 500 iterations (except for ClassD-
iffusion [6]). For experiments involving Stable Diffusion
versions 1.5 and 2.1 [8], both training and inference uti-
lized images at a 512×512 resolution, whereas SANA [12]
employed a 1024×1024 resolution. In addition, the maxi-
mum diffusion timestep is set to 1,000. During inference,
the DDIM scheduler [10] was applied to Stable Diffusion
1.5 and 2.1 with 50 inference steps. Conversely, SANA fol-
lowed its original implementation by employing the Flow-
DPM-Solver [11] with 20 inference steps.

For ω that is a scale for weight interpolation, a trade-off
exists between subject and text fidelity. Thus, selecting op-
timal ω should align with the intended objective: values in
the range of 0–0.3 are preferable when maximizing subject
fidelity, while values around 0.4–0.6 offer a balanced im-
provement with better preservation of text fidelity.
Details of Personalization Methods. Following the imple-
mentation codes provided by Diffusers or the official SANA
repository, DreamBooth-LoRA [5, 9] was configured with
a rank of 4 and a learning rate of 1e-4 with prior preserva-
tion loss. For the combined DreamBooth-LoRA and Tex-
tual Inversion [3] approach, the same rank and learning rate
were maintained, with the number of learnable textual em-
beddings set to 2. We utilized the original implementation
code of ClassDiffusion [6], with a training batch size of 2, a
learning rate of 1e-5, and applied augmentation to the train-
ing images. Additionally, Table 9 shows the prompt list we
utilized to generate images for evaluation.
Details of Guidances (Baselines). For classifier-free guid-
ance [4], experiments were conducted with the commonly
used guidance scale of 7.5. In the case of autoguidance [7],
based on Stable Diffusion 2.1, we experimented with guid-
ance scales ranging from 2.0 to 5.0 during inference, re-
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porting the best-performing value (λ = 2.0). Additionally,
subject-agnostic guidance [1] was re-implemented, refer-
encing the original paper, specifically for methods employ-
ing textual inversion.

User Study. We assessed user preferences between Sta-
ble Diffusion 2.1 combined with ClassDiffusion and SANA
with DreamBooth-LoRA. Participants were instructed to se-
lect images exhibiting the highest subject fidelity and text fi-
delity. If a clear preference was indiscernible across all im-
age results, they could choose ’undecided.’ Each model was
evaluated over 15 sets, totaling 30 sets for user preference
assessment. The final results were calculated by averaging
the preferences across all participants.

B. Details of Application Experiemnts.

(a) Diffusion-DPO We used a Diffusion-DPO model that
was fine-tuned from Stable Diffusion 1.5 (SD 1.5). Since
Diffusion-DPO is a fine-tuned version of SD 1.5, we con-
structed the weak model by performing weight interpolation
between SD 1.5 and Diffusion-DPO. The interpolation co-
efficient ω was set to 0.4.

(b) PairCustom For the PairCustom setting, we used a style
LoRA model trained using the official repository. Since
LoRA is also used in subject personalization tasks, we
adopted the same experimental setup. In this case, we set
ω = 0.0, meaning that the weak model corresponds to the
base SD 1.5 model.

(c) InstructPix2Pix InstructPix2Pix is also a model fine-
tuned from SD 1.5 for image editing based on natural lan-
guage instructions. Therefore, we constructed the weak
model by interpolating the weights of InstructPix2Pix and
SD 1.5. We set ω = 0.0, which effectively uses SD 1.5
as the weak model. In addition, InstructPix2Pix employs
a separate classifier-free guidance (CFG) mechanism. For
generating the unconditional output (i.e., using a null text
prompt), we used the SD 1.5 model as the weak model.
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Method λ DINO CLIP-I CLIP-T
SD

1.
5

DB-LoRA - 0.3741 0.6797 0.2834
+ CFG 7.5 0.4701 0.7349 0.3345
+ Ours 7.5 0.4985 0.7516 0.3260

+ CFG++ 0.4 0.4738 0.7352 0.3321
+ Ours++ 0.4 0.5059 0.7510 0.3250

SD
2.

1

DB-LoRA - 0.4202 0.7076 0.2929
+ CFG 0.4 0.4976 0.7519 0.3323
+ Ours 0.4 0.5248 0.7655 0.3254

+ CFG++ 0.4 0.5105 0.7531 0.3304
+ Ours++ 0.4 0.5385 0.7680 0.3245

Table 1. Integration with CFG++ and our method.

Method Max Memory Inference Time

CFG 6,591 MB 14.5 secs
CFG + SAG 6,595 MB 21.2 secs
CFG + AG 6,595 MB 21.2 secs
Ours 6,591 MB 14.5 secs

Table 2. Comparison of computational cost. Tested using SD 2.1
models with DB-LoRA + TI.

C. Additional Results
Integration with CFG++ [2]. To address mode collapse is-
sues in classifier-free guidance (CFG), CFG++ [2] has been
introduced as an enhancement to the CFG method. CFG++
offers a refined approach to guidance in diffusion models,
overcoming several drawbacks of traditional CFG and lead-
ing to more reliable and higher-quality text-to-image gener-
ation. To demonstrate the applicability of our method, we
conducted experiments integrating it with CFG++. Table 1
illustrates that our method significantly enhances subject fi-
delity not only when combined with CFG but also when
integrated with CFG++. In this experiment, we adopted a
simple approach by setting ω = 0.
Computational Cost Analysis. We evaluate the computa-
tional efficiency of our method by reporting the maximum
allocated memory and average inference time. As shown
in Table 2, our approach introduces no additional compu-
tational overhead during guidance. All measurements were
conducted using an A5000 GPU.
Further Study on DB-LoRA. We conducted additional ex-
periments to enhance subject fidelity by increasing the num-
ber of training steps and the LoRA rank. Fig. 1 presents the
results of DB-LoRA based on SANA with varying numbers
of training steps. Notably, DB-LoRA with Ours for 600
steps outperforms DB-LoRA with CFG for 1000 steps in
both subject and text fidelity, highlighting the superior effi-
ciency and effectiveness of our approach. Table 3 compares
DB-LoRA based on SD 1.5 and SD 2.1 with varying LoRA
ranks. Across both models, our method outperforms CFG
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Figure 1. Ablation study on the number of training steps. No-
tably, our method achieves superior subject fidelity with fewer
steps, demonstrating enhanced efficiency.

in terms of subject fidelity. In some cases, even with half
the rank (i.e., fewer parameters), our method achieves bet-
ter subject fidelity.
Detailed Results of Ablation Study on ω. As shown in
Fig. 4 in the main paper, we summarize the performance
variations in subject fidelity and text fidelity based on dif-
ferent ω values in Table 4, 5, 6. While the graph visualizes
only the DINO score, we also include the CLIP-I score in
the table for a more comprehensive evaluation. In addition,
we report the results on DB-LoRA+TI in Table 7, 8.
Additional Qualitative Results. Fig. 2 and Fig. 3 present
additional qualitative results, which demonstrate our guid-
ance’s capability of improving subject and text fidelity.
These results are generated using the same weights and the
same noise seed.

D. Discussion
Dependency on Fine-tuned Models. Our approach relies
on the pre-trained model as a weak model to guide the gen-
eration toward the direction of the fine-tuned model. As a
result, the effectiveness of our method is inherently tied to
the quality and learning direction of the fine-tuned model.
Specifically, our guidance is most effective when the fine-
tuned model has learned a more desirable distribution than
the pre-trained model. This dependency highlights the im-
portance of optimizing fine-tuning strategies to ensure ro-
bust and meaningful personalization.



Method Rank SD 1.5 SD 2.1
DINO CLIP-I CLIP-T DINO CLIP-I CLIP-T

+CFG 8 0.4900 0.7445 0.3335 0.5154 0.7571 0.3315
+Ours 8 0.5211 0.7584 0.3335 0.5396 0.7690 0.3280

+CFG 16 0.5105 0.7519 0.3337 0.5288 0.7637 0.3302
+Ours 16 0.5349 0.7633 0.3337 0.5574 0.7781 0.3285

+CFG 32 0.5468 0.7644 0.3309 0.5551 0.7730 0.3277
+Ours 32 0.5763 0.7794 0.3272 0.5845 0.7872 0.3251

Table 3. Comparison of DB-LoRA with varying ranks on SD 1.5 and SD 2.1. Our method consistently outperforms CFG in subject fidelity.

Base Model ω DINO CLIP-I CLIP-T

SD 1.5
(DB-LoRA)

0.0 0.4985 0.7516 0.3260
0.1 0.4987 0.7514 0.3261
0.2 0.4991 0.7516 0.3264
0.3 0.5000 0.7519 0.3265
0.4 0.5011 0.7514 0.3271
0.5 0.5021 0.7512 0.3280
0.6 0.5024 0.7509 0.3288
0.7 0.5017 0.7495 0.3302
0.8 0.4979 0.7473 0.3320
0.9 0.4881 0.7425 0.3333
1.0 0.4701 0.7349 0.3345

Table 4. Ablation study on ω using SD 1.5 with DB-LoRA.

Base Model ω DINO CLIP-I CLIP-T

SD 2.1
(DB-LoRA)

0.0 0.5248 0.7655 0.3254
0.1 0.5249 0.7655 0.3253
0.2 0.5253 0.7656 0.3254
0.3 0.5260 0.7656 0.3259
0.4 0.5268 0.7658 0.3263
0.5 0.5275 0.7658 0.3270
0.6 0.5281 0.7660 0.3277
0.7 0.5272 0.7648 0.3288
0.8 0.5240 0.7626 0.3299
0.9 0.5160 0.7591 0.3311
1.0 0.4976 0.7519 0.3323

Table 5. Ablation study on ω using SD 2.1 with DB-LoRA.

Base Model ω DINO CLIP-I CLIP-T

SANA
(DB-LoRA)

0.0 0.5366 0.7522 0.3357
0.1 0.5341 0.7512 0.3359
0.2 0.5308 0.7498 0.3362
0.3 0.5270 0.7485 0.3364
0.4 0.5225 0.7474 0.3365
0.5 0.5178 0.7455 0.3365
0.6 0.5120 0.7439 0.3367
0.7 0.5057 0.7420 0.3368
0.8 0.4986 0.7396 0.3368
0.9 0.4906 0.7369 0.3367
1.0 0.4819 0.7291 0.3363

Table 6. Ablation study on ω using SANA with DB-LoRA.

Base Model ω DINO CLIP-I CLIP-T

SD 1.5
(DB-LoRA + TI)

0.0 0.4814 0.7459 0.3233
0.1 0.4815 0.7459 0.3236
0.2 0.4821 0.7457 0.3239
0.3 0.4832 0.7456 0.3242
0.4 0.4847 0.7460 0.3247
0.5 0.4860 0.7461 0.3254
0.6 0.4874 0.7454 0.3260
0.7 0.4880 0.7461 0.3272
0.8 0.4867 0.7416 0.3287
0.9 0.4794 0.7375 0.3306
1.0 0.4618 0.7292 0.3316

Table 7. Ablation study on ω using SD 1.5 with DB-LoRA + TI.

Base Model ω DINO CLIP-I CLIP-T

SD 2.1
(DB-LoRA + TI)

0.0 0.5683 0.7918 0.3163
0.1 0.5683 0.7917 0.3164
0.2 0.5684 0.7913 0.3164
0.3 0.5688 0.7915 0.3167
0.4 0.5688 0.7916 0.3172
0.5 0.5689 0.7913 0.3177
0.6 0.5689 0.7919 0.3185
0.7 0.5669 0.7902 0.3194
0.8 0.5622 0.7877 0.3207
0.9 0.5523 0.7832 0.3229
1.0 0.5291 0.7749 0.3244

Table 8. Ablation study on ω using SD 2.1 with DB-LoRA + TI.



LIVE Prompt List Non-LIVE Prompt List

’a <∗> <subject> in the jungle’ ’a <∗> <subject> in the jungle’
’a <∗> <subject> in the snow’ ’a <∗> <subject> in the snow’
’a <∗> <subject> on the beach’ ’a <∗> <subject> on the beach’

’a <∗> <subject> on a cobblestone street’ ’a <∗> <subject> on a cobblestone street’
’a <∗> <subject> on top of pink fabric’ ’a <∗> <subject> on top of pink fabric’

’a <∗> <subject> on top of a wooden floor’ ’a <∗> <subject> on top of a wooden floor’
’a <∗> <subject> with a city in the background’ ’a <∗> <subject> with a city in the background’

’a <∗> <subject> with a mountain in the background’ ’a <∗> <subject> with a mountain in the background’
’a <∗> <subject> with a blue house in the background’ ’a <∗> <subject> with a blue house in the background’

’a <∗> <subject> on top of a purple rug in a forest’ ’a <∗> <subject> on top of a purple rug in a forest’
’a <∗> <subject> wearing a red hat’ ’a <∗> <subject> with a wheat field in the background’

’a <∗> <subject> wearing a santa hat’ ’a <∗> <subject> with a tree and autumn leaves in the background’
’a <∗> <subject> wearing a rainbow scarf’ ’a <∗> <subject> with the Eiffel Tower in the background’

’a <∗> <subject> wearing a black top hat and a monocle’ ’a <∗> <subject> floating on top of water’
’a <∗> <subject> in a chef outfit’ ’a <∗> <subject> floating in an ocean of milk’

’a <∗> <subject> in a firefighter outfit’ ’a <∗> <subject> on top of green grass with sunflowers around it’
’a <∗> <subject> in a police outfit’ ’a <∗> <subject> on top of a mirror’

’a <∗> <subject> wearing pink glasses’ ’a <∗> <subject> on top of the sidewalk in a crowded street’
’a <∗> <subject> wearing a yellow shirt’ ’a <∗> <subject> on top of a dirt road’

’a <∗> <subject> in a purple wizard outfit’ ’a <∗> <subject> on top of a white rug’
’a red <∗> <subject>’ ’a red <∗> <subject>’

’a purple <∗> <subject>’ ’a purple <∗> <subject>’
’a shiny <∗> <subject>’ ’a shiny <∗> <subject>’
’a wet <∗> <subject>’ ’a wet <∗> <subject>’

’a <∗> <subject> with Japanese modern city street in the background’ ’a <∗> <subject> with Japanese modern city street in the background’
’a <∗> <subject> with a landscape from the Moon’ ’a <∗> <subject> with a landscape from the Moon’

’a <∗> <subject> among the skyscrapers in New York city’ ’a <∗> <subject> among the skyscrapers in New York city’
’a <∗> <subject> with a beautiful sunset’ ’a <∗> <subject> with a beautiful sunset’

’a <∗> <subject> in a movie theater’ ’a <∗> <subject> in a movie theater’
’a <∗> <subject> in a luxurious interior living room’ ’a <∗> <subject> in a luxurious interior living room’

’a <∗> <subject> in a dream of a distant galaxy’ ’a <∗> <subject> in a dream of a distant galaxy’

Table 9. Evaluation prompt list we used.



Figure 2. Comparison with other guidance techniques. These images are generated by fine-tuned SD 2.1 [8] using ClassDiffusion.



Figure 3. Comparison with other guidance techniques. These images are generated by fine-tuned SANA [12] using DB-LoRA.
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