Appendix: Winograd Structured Pruning for Fast Winograd Convolution

A. Details of Background

A.l. Structure of Winograd Convolution

In equation 1, Winograd convolution consists of five steps:

(1) Input Transformation (ITrans), (2) Filter Transfor-

mation (FTrans), (3) Element-wise Matrix Multiplication

(EWMM), (4) Channel-wise Summation, and (5) Out-

put Transformation (OTrans). As shown in Fig. 1, input

patches (indicated by d) of the p x p shape are extracted
from an input feature map of the H x W. There are k num-
ber of input patches.

¢ (1) Input patches (d) are transformed using matrix B to be
BTdB with p x p shape (Winograd-domain input patch).

* (2) Kernels (g) with kj, x k,, shape are transformed us-
ing matrix G to be GgGT with p x p shape (Winograd-
domain Kernel). For maximizing parallelism, k;, and k.,
are generally three in Winograd convolution.

* (3) Winograd-domain output patch with p x p shape is
obtained by element-wise multiplying B dB and GgGT.

* (4) Through summation of elements between channels,
the channel of Winograd-domain output patch is reduced
from cto 1.

* (5) After channel-wise summation in Winograd-domain,
the output patch S with (p — 2) x (p — 2) shape is trans-
formed using matrix A.

The matrices B, G and A are predefined by the Winograd

algorithm [12]. The matrices have a shape of p x p. When

pis set to 4, B and G consist of only 1, —1, and 0. Thus,

ITrans and FTrans requires only addition operations.

S = AT[(GgG") ® (BTdB)]A (1)
A.2. Convert EWMM and Channel-wise Summa-
tion to BGEMM

According to the ARM compute library [3], EWMM ac-
counts for the majority of inference time in Winograd con-
volution, although it varies from layer to layer. However,
GPUs cannot perform EWMM well, due to low compu-
tational intensity. Since one multiply and add operation
requires three memory accesses (loads two operands and
stores results) [4]. In Winograd-domain of Fig. |, EWMM
operation is the element-wise matrix multiplication of k in-
put tensors (R¢*P*P shape) and n weight tensors (R¢*P*P
shape). After EWMM, there is channel-wise summation.

To describe more specifically, EWMM proceeds in two
steps in the Winograd convolution (see Fig. 1). First, five
elements (1,2, 3, 4, 5) located in the same height and width
of the 3D weight tensor GgG” #1 and located in different
channels perform EWMM with a, b, ¢, d, e of input 3D ten-
sor BT dB+ta, respectively. Second, the channel-wise sum-
mation executes, by adding D), 2, @), @, and () located
in different channels made from EWMM.

For efficient GPU execution, EWMM and Channel-wise
Summation can convert to a BGEMM through transposi-
tion and reconstruction. We call this conversion, EC2B
(EWMM and Channel-wise summation to BGEMM). Af-
ter EC2B, BGEMM operates which are a combination of
p? identical shapes of GEMM operations. The GEMM is a
matrix multiplication of a weight matrix of n X ¢ shape and
an input matrix of ¢ x k shape. The aforementioned two
operation of EWMM are changed into one MAC (Multiply-
ACcumulate) operation (equation 2). The results are same
with EWMM operation + Channel-wise Summation, and
BGEMM.

Output(A) = (ax 1)+ (bx2)+(cx3)+(dx4)+ (e x5)
)

B. Details of Previous Work

We introduce two previously proposed pruning techniques,
WWP and FP, which are compatible with existing Winograd
convolution. However, as previously mentioned, WWP suf-
fers from low performance, while FP results in low accu-
racy. In this section, we describe the limitations of WWP
and FP in more detail.

B.1. Filter Pruning (FP)

Looking at Fig. 2, the FP pruned model after EC2B is still
a structural matrix. Thus, since there is no additional in-
dex computation, the existing GPU kernel widely used in
Winograd convolution can be applied. In Fig. 2, the pruning
unit size of FP is R¢*P*P in Winograd convolution, which
makes it hard to achieve high pruning ratio within 1% ac-
curacy drop. FP does not support fine-grained structured
pruning [9, 10], thereby we propose novel GPU-friendly
and fine-grained pruning that considers the GPU computa-
tion method of Winograd convolution.
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Figure 1. Overview of Winograd Convolution (Top) & EC2B process (Bottom)

S = AT[(GFilter_Prune(g)GT) ® (BTdB)|JA  (3)

B.2. Winograd Weight Pruning (WWP)

WWP can prune elements (R) from weights as long as they
do not affect the accuracy of DNNs as presented in Equa-
tion 4. When the pruned models generated by WWP are
executed in GPUs, the models are converted to BGEMM
to maximize GPU throughput. However, such a conver-
sion creates sparse matrices causing irregular data structures
and making it harder for GPUs to load data from the global
memory (see Fig. 3). Loading irregular data structures re-
quires significant index computation time in GPUs

S = AT[Weight_Prune(GgG') ® (BTdB)|]A  (4)

C. Details of WINS

We propose Winograd Structured Pruning (WINS). WINS
performs pruning on the transformed weight (Winograd-
domain weight) to address the compatibility issue between
Winograd convolution and pruning. For GPU efficiency,
Winograd convolution is converted into BGEMM opera-
tion. BGEMM consists of a combination of p? sub-matrix
multiplication operations, which are identical shapes. The
weight shape of sub-matrix multiplication is n X c. As
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Figure 2. Overview of Filter Pruning (FP) during Winograd convolution [5].

1. EWMM & Channel- ( domain) 2. BGEMM (Winograd-domain) 3. OTrans. (Spatial-domain)
v
d weight
ae i im N\ @: EWMM N BGEMM @ unpruned weig]
bf Jnood » ) — =p? X GEMM dweigh
O =t ko i1 ( @:Channel-wlse Tl @ pruncd weight
himm Lp | Summation GEMM #1 1555 mm| p-2
BTdB#a BTdB#b e BTdB#k [ Winograd-domain EC2 a'f l Rearrange A B p-2 AN
J Input B"dB AC [ o1 | | i
EG 1 [PERET (
AB —
w
O#a vzl Spatial-domain
i Output Feature Map S
b — 1
| . O#a2 1 ig (
> G4 d ]
. cp L WX !
H W' X P e
H 0#b 11 S {
. |
co . 1
— . =
1 om1 . . : ]
H : we
et
GH ] L
T ome2 0 1
W~
. o#k vz

Figure 3. Overview of Winograd Weight Pruning (WWP) [8].
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Figure 4. Overview of Winograd Structured Pruning (WINS).

shown in Fig. 4, WINS performs vector-wise pruning for
each p? sub weight matrices, respectively. WINS groups
each row vector and column vector in the sub weight ma-

trix, and if the representative value of the vector is less than
the threshold, it is considered redundant and is removed.
WINS uses a representative value of the vector through



Model Dataset Method Pruning Ratio (PR) Baseline mAP Pruned mAP
DETR [1] COCO [6] BCBP [9] 50% 42.0% 40.9%
[Backbone: ResNet-50] WINS-AB 50% 42.0 % 41.2%
SSD300 [7] Pascal VOC [2] BCBP [9] 30% 77.8% 76.7%
[Backbone: VGG-16] 07 +°12 WINS-AB 30% 77.8% 77.3%

Table 1. Experiments on object detection. Pruning refers solely to the backbone.

group LASSO [11]. Since the height and width of the sub
weight matrix are n and c, the pruning unit size of WINS is
n or c vector. The pruning unit size of FP is one 3D filter
(Re*P*P), Therefore, WINS is fine-grained pruning version
of FP.

Column-wise method (WINS-C) groups elements with
different output channels (n) in the EC2B converted weight
and processes them as one pruning unit size. The pruning
unit of WINS-C is R?*1x1x1  After EC2B, the column
vector of GEMM weight is pruned, as shown in Fig. 4.

Row-wise method (WINS-R) groups elements with dif-
ferent input channels (c) in the EC2B converted weight and
processes them as one pruning unit size. The pruning unit of
WINS-R is Re*1x1 - After EC2B, the row vector of GEMM
weight is pruned, as shown in Fig. 4.

S = AT[Structured_Prune(GgG™T) ® (BTdB)]A (5)

C.1. Object Detection

As shown in Table. I, we conducted experiments apply-
ing pruning on DETR and SSD300 on the COCO and Pas-
cal VOC, respectively. First, for DETR, we applied prun-
ing with retraining (300 epochs), and WINS-AB showed a
mAP drop of 0.8% compared to the baseline. Second, for
SSD300, we applied pruning with fine-tuning (5 epochs),
and WINS-AB showed a mAP drop of 0.5% than baseline.
In both models, WINS-AB has a smaller accuracy drop than
BCBP [9] at the same pruning ratio.
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