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Supplementary Material

Overview
This material provides supplementary details to the main
paper, including the following sections:

• (A) Motivation Details
– (A.1) Object Position Distribution
– (A.2) Decode Based Early Intervention

• (B) Method Details
– (B.1) Object Extraction
– (B.2) Iterative Contextual Booststrapping
– (B.3) Selection of Object Detector
– (B.4) Treatment of Uncertain Objects

• (C) Training Details
– (C.1) Training Dataset
– (C.2) Training Setup
– (C.3) Training Objective

• (D) Evaluation Details
– (D.1) Evaluation Benchmarks
– (D.2) Evaluation Counterparts
– (D.3) Evaluation Settings
– (D.4) Evaluation Results
– (D.5) Details of Ablation Study

• (E) SENTINEL with Other Baselines
• (F) Related Work
• (G) Additional Case Studies

A. Motivation Details
In this section, we deepen the discussion supporting the key
observations from the main paper.

A.1. Object Position Distribution
Following the approach of Caption Hallucination Assess-
ment with Image Relevance [54], we select 300 images
from the COCO2014 dataset and use the provided captions
and segmentation annotations as references to determine
whether the objects described by the model exist in the im-
ages. As shown in the main paper Fig. 2, as the model
generates longer outputs, the number of real objects de-
scribed decreases while hallucinated objects increase, indi-
cating that hallucinations of the model become more severe
with output length. Notably, towards the end of the gen-
eration (around the last 10% tokens), both the number of
hallucinated and real objects decreases. This is because, to-
wards the end of the image description, the model tends to
conclude with abstract summaries about the atmosphere or
emotions rather than providing concrete object descriptions.
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Figure 9. Effect of intermediate hallucination mitigation on
subsequent generations. Showing the effectiveness of early-stage
intervention in mitigating the propagation of hallucinations.

Model Method
Object HalBench AMBER

Resp. ↓ Ment. ↓ CHAIR ↓ Hal ↓ Cog ↓

LLaVA-v1.5-7B [34]

baseline 52.7 27.9 8.4 35.5 4.0
Woodpecker [75] 39.6 26.4 - - -
VCD [27] 52.7 27.3 9.1 39.8 4.2
OPERA [19] 40.0 21.9 6.5 28.5 3.1
EOS [79] 40.0 22.2 6.4 27.4 2.6
HA-DPO [82] 37.0 20.9 6.7 30.9 3.3
Decode based
early intervention 33.5 17.6 5.5 26.8 2.6

Table 6. Effectiveness of decode based early intervention.

A.2. Decode Based Early Intervention

As a preliminary investigation, we explore a training-free
approach to mitigating object hallucinations in MLLMs. In
essence, our method dynamically verifies each generated
sentence against the image content and filters out any hallu-
cinated ones before proceeding. Specifically, for the image
captioning task, we sample multiple candidate sentences
(n = 5) from the model’s output, stopping generation at
the first period. These candidate sentences are then parsed
using SceneGraphParser [30] to extract mentioned objects.
We subsequently employ an open-vocabulary object detec-
tor, Grounding DINO [37], to verify the existence of these
objects in the image. A sentence without hallucinated ob-
jects is selected as the current generated sentence, and then
continues generating the subsequent content.

This approach effectively prevents the further propaga-
tion of hallucinations. As shown in the main paper Fig. 2b,
even when applied at just a single sentence, eliminating hal-
lucinations as early as the second sentence significantly re-
duces the likelihood of generating hallucinated objects in
subsequent outputs. A similar effect is observed when inter-
vention occurs only at the third sentence, as shown in Fig. 9.

https://cocodataset.org/#home
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Figure 10. Time cost analysis of decode-based methods.
Decode-based early intervention increases inference time, primar-
ily due to the additional generation steps required by MLLM sam-
pling, whereas the object detector remains highly efficient.

When this early intervention strategy is applied through-
out the entire caption generation process, as shown
in Tab. 6, it effectively mitigates object hallucinations when
evaluated on the Object Halbench [55] benchmark. How-
ever, as illustrated in Fig. 10, it increases inference time,
primarily due to the additional sampling time of the MLLM,
while the object detector remains highly efficient. These
findings highlight the detector’s role as both an effective and
computationally efficient component, reinforcing its poten-
tial for constructing high-quality training data for hallucina-
tion mitigation.

B. Method Details
In this section, we detail our methods for extracting con-
crete objects from models’ outputs in Sec. B.1, and propose
iterative contextual bootstrapping (ICB) to enhance robust-
ness in Sec. B.2. In Sec. B.3, we discuss the selection of the
object detector. Finally, in Sec. B.4, we describe how we
handle uncertain objects. Our approach reduces hallucina-
tions efficiently without relying on large auxiliary models.

B.1. Object Extraction
In this section, we detail our approach to extracting the men-
tioned objects from the model’s output automatically and
efficiently. Our objective is to obtain identifiable and con-
crete entity descriptions, following a structured pipeline.

First, we employ SceneGraphParser [30] to convert the
input descriptions into a series of triplets representing re-
lationships within the scene. Specifically, each triplet is
treated as a (subject, predicate, object) tuple. For example:

“A little black cat sits on a chair next to a table.”

is parsed into the following structured triplets:

(cat, is, little) (cat, is, black)
(chair, next to, table) (cat, sit on, chair)

Next, we extract entities from these triplets. We apply
the following rules:
• If the predicate belongs to {“is”, “are”}, it represents an

attribute relationship. In this case, we consider only the
subject as a potential entity.

• Otherwise, both the subject and object are considered po-
tential entities.
To refine the entity extraction process, we leverage the

SpaCy natural language processing library to analyze the
part of speech (POS) of the extracted candidates and filter
out words that are neither nouns nor proper nouns. Fur-
thermore, we utilize NLTK’s WordNet Lemmatizer [39] in
conjunction with a lexicographic filtering mechanism to ex-
clude non-entity nouns. Specifically, we examine the lexi-
cographer category of each word, and if it falls within the
following non-concrete categories, it is removed:

noun.feeling, noun.attribute,
noun.state, noun.shape,
noun.time, noun.quantity,
noun.cognition, noun.event,
noun.communication, noun.relation,
noun.act, noun.location.

Our method effectively extracts entities without the need
for large auxiliary models such as GPT-4 [1] or LLaMA-2-
70B [62]. Instead, it relies solely on lightweight NLP tools
and libraries, ensuring both high extraction accuracy and
maintaining an open-vocabulary nature.

B.2. Iterative Contextual Booststrapping
To ensure robustness across different contexts, we intro-
duce the iterative contextual bootstrapping (ICB) strategy,
as shown in the main paper Fig. 5. By leveraging contextu-
ally bootstrapped data, early intervention can be seamlessly
integrated into diverse contexts, effectively mitigating hal-
lucinations and enhancing robustness.

To further investigate the impact of iterative contextual
bootstrapping (ICB), we conduct an ablation study where
we exclude ICB and instead sample a non-hallucinated de-
scription y+

w only at the first occurrence of hallucination, us-
ing it as the positive sample during constructing pairs, while
the original hallucinated description serves as the negative
sample yl. We then train the model using the same method
and dataset size mentioned in the main paper. The results, as
presented in Tab. 7, demonstrate that our approach, when in-
corporating ICB, exhibits greater robustness and effectively
reduces hallucinations across different scenarios.

B.3. Selection of Object Detector
Detectors are more cost-effective for providing training
guidance for MLLMs than human annotators. SENTINEL
is not constrained to particular detectors; any model with
open-world recognition ability can be employed. As shown

https://spacy.io/usage


Method
Object HalBench AMBER MM-Vet

Resp. ↓ Ment. ↓ CHAIR ↓ Hal ↓ Cog ↓ Overall ↑
LLaVA-v1.5-7B 52.7 27.9 8.4 35.5 4.0 31.1
Ours w/ ICB 4.3 2.6 2.9 14.6 1.2 32.6
Ours w/o ICB 5.3↑1.0 3.2↑0.6 3.1↑0.2 14.9↑0.3 1.4↑0.2 31.8↓0.8

Table 7. Effect of Iterative Contextual Booststrapping. Iterative
Contextual Bootstrapping (ICB) enables early intervention to be
seamlessly integrated into various contexts, effectively mitigating
hallucinations and ensuring robustness across different scenarios.

Method
Object HalBench
Resp. ↓ Ment. ↓

LLaVA-v1.5-7B 52.7 28.0
OmDet [81] 19.3 9.9
Grounding DINO [37] 14.3 7.7
YOLO World [7] 12.3 6.9
Grounding DINO [37] + YOLO World [7] 6.6 3.8

Table 8. Results with different detectors. We observe that detec-
tor OmDet [81] often produces false positives, identifying objects
that do not exist in the images, which may lead to less reliable
results. Generally, detectors with more human-like real-world per-
ception abilities yield better performance.

Method
Object HalBench MM-Vet
Resp. ↓ Ment. ↓ Overall ↑

LLaVA-v1.5-7B 52.7 28.0 31.0
Ignore uncertain 4.3 2.6 32.6
Uncertain as factual 10.3 6.9 31.8
Uncertain as hallucinated 8.3 5.0 32.0

Table 9. Treatments of uncertain objects. Ignoring uncertain
objects can improve the quality of training data, thereby enhancing
final model performance.

in Tab. 8, more effective detectors lead to superior perfor-
mance, and the cross-validation technique effectively miti-
gates the phenomenon of false positives.

B.4. Treatment of Uncertain Objects
As mentioned in the main paper, we ignore uncertain ob-
jects to maintain data quality and reduce detector bias. We
also conduct ablation studies that treat uncertain objects al-
ternately as factual or hallucinated. Tab. 9 shows that ig-
noring uncertain objects yields better results. We hypothe-
size that it is because 1) ‘uncertain’⇒‘factual’ may
bring hallucinations to the context during iterative contex-
tual bootstrapping (ICB), contradicting the early interven-
tion strategy based on the hallucination-free contexts. 2)
‘uncertain’⇒‘hallucinated’ may introduce noisy
and ambiguous negative samples for preference learning.

C. Training Details

In this section, we provide a detailed overview of the pref-
erence training process. The dataset used for training is de-
scribed in Sec. C.1, the training setup is outlined in Sec. C.2,
and the training objective is analyzed in detail in Sec. C.3.

Setting
Model LLaVA-v1.5-7B LLaVA-v1.5-13B

LLM Vicuna-v1.5-7B Vicuna-v1.5-13B
Vision encoder CLIP ViT-L336px/14[49]
Projector mlp2x gelu

Learning rate 2e-6 3e-6
Batch size per GPU 16 8
Trainable parameters LoRA trains only LLM’s linear layers.
LoRA rank r 128
LoRA alpha α 256
LoRA beta β 0.1
Projector lr 0
Learning rate scheduler Cosine
Optimizer AdamW [40]
Model max lenght 2048
Weight decay 0.
Epochs 1
Global batch size 64
Memory optimization ZeRO stage 2 [52]

Table 10. Training hyperparameters used in our experiments.

C.1. Training Dataset

Visual Genome. Visual Genome (VG) [23] is a publicly
available large-scale vision-language dataset that provides
dense annotations for about 108K images, with each im-
age containing an average of 21 objects, 18 attributes, and
18 object relationships. In addition to object annotations,
VG includes 1.7 million visual question-answering pairs in
a multi-choice format, covering six question types: What,
Where, When, Who, Why, and How. Compared to tradi-
tional VQA datasets, VG offers a more balanced distribu-
tion of question types while also serving as one of the most
comprehensive resources for bridging visual concepts with
language. In our study, VG images are utilized for con-
structing the training dataset.
Training Data. We use approximately 4K images from VG
for training dataset construction, selected based on their ap-
propriate information density and appropriate level of ob-
ject diversity. Notably, we do not utilize any labels or
ground-truth annotations from VG or other datasets when
constructing the preference dataset. Instead, our approach
automatically and efficiently generates highly discrimina-
tive preference training data in a cost-effective manner.

C.2. Training Setup
We strictly follow the official setup provided by LLaVA to
ensure reproducibility. The details of the training hyperpa-
rameters used in our training are presented in Tab. 10.

C.3. Training Objective
As shown in the main paper Eq. (2), we employ the context-
aware DPO (C-DPO) objective to train the model to differ-
entiate between hallucinated and non-hallucinated content
at the first occurrence of hallucination, aiming to mitigate
its propagation. In this section, we provide a detailed anal-

https://homes.cs.washington.edu/~ranjay/visualgenome/index.html
https://github.com/haotian-liu/LLaVA


ysis of (1) the rationale for excluding context c from the
loss computation, (2) the key differences between our pro-
posed C-DPO and the standard DPO, and (3) a comparison
between our training objective and Mask-DPO [11].
Why mask context in loss calculation? We implemented
a pseudocode for calculation based on the context-aware
DPO (C-DPO) formula. As shown in Algorithm 2, to com-
pute the C-DPO loss, we need to evaluate the log proba-
bilities (logps) of the output tokens given an input. If we
do not mask out the context during loss computation, the
context c remains identical in both positive and negative
samples. Since the context and its preceding tokens are the
same, for the policy model, the logps of the context tokens
will be the same across both forward passes. This adds
an identical term C to both policy chosen logps and pol-
icy rejected logps, which cancels out in the policy logratios
computation at line 7, leaving the loss unaffected.

From a gradient perspective, since C is derived from the
same model parameters θ based on identical preceding to-
kens in both forward passes, its gradient remains the same
due to the autoregressive nature of the model. As a result,
this gradient term cancels out as well and does not affect
model training. Therefore, to reduce unnecessary computa-
tion and mitigate potential numerical errors, we exclude the
context c from the loss calculation in C-DPO.

Algorithm 2 Pseudocode for C-DPO Training
Input: Training sample (v, q, c,y+

w,yl)
Output: C-DPO loss

1: import torch
2: import torch.nn.functional as F
3:
4: def get cdpo loss(self, (v, q, c,y+

w,yl)) → torch.Tensor:
5: # policy model forward pass
6: policy chosen logps = model.dpo forward((v, q, c,y+

w))
7: policy rejected logps = model.dpo forward((v, q, c,yl))
8: policy logratios = policy chosen logps - policy rejected logps
9:

10: # reference model forward pass
11: with torch.no grad():
12: ref chosen logps = ref model.dpo forward((v, q, c,y+

w))
13: ref rejected logps = ref model.dpo forward((v, q, c,yl))
14: ref logratios = ref chosen logps - ref rejected logps
15:
16: # compute C-DPO loss
17: logits = policy logratios - ref logratios
18: loss = -F.logsigmoid(dpo beta * logits)
19: return loss.mean()

▷ model.dpo forward() returns the sum of the log probabilities of all tokens
that have not been masked out.

Comparison with Standard DPO. To validate the effec-
tiveness of our proposed context-aware DPO (C-DPO), we
conducted an additional experiment using a standard DPO
for training. In this setup, no context c was included, and
both yw and yl are complete image captions based on the
given image v and prompt q. yw consisted of sentences
with minimal hallucinations (using non-hallucinated con-
text and ensuring the current sentence itself is hallucination-

free until the end of generating), while yl contained sen-
tences with maximal hallucinations (using hallucinated con-
text and ensuring the current sentence itself contained hal-
lucinations until the end of generating). Both methods were
trained on the same scale of data (8.6K samples).

As shown in Tab. 11, our proposed context-aware DPO
(C-DPO) more effectively guides the model in distinguish-
ing hallucinated content from non-hallucinated content,
leading to improved hallucination suppression while main-
taining generalization capabilities.

To further analyze the underlying reasons, we track
the training dynamics of both objectives, including policy
model log probabilities (logps) and loss. As illustrated
in Fig. 11, the standard DPO exhibits greater logps vari-
ations between yw and yl during training due to the sub-
stantial differences between sentence pairs. Prior studies
by Rafailov et al. [51] and Zhao et al. [82] suggest that such
variability can dominate gradient updates, potentially com-
promising training stability. This instability may hinder the
model’s ability to capture long-range dependencies, lead-
ing to slower convergence and a more gradual reduction in
training loss.

Method
Object HalBench[55] TextVQA[59] MM-Vet[78]

Resp. ↓ Ment. ↓ Acc ↑ Overall ↑
LLaVA-v1.5-7B 52.7 27.9 58.2 31.0
C-DPO Eq. (2) (8.6K data) 4.3 2.6 58.2 32.6
Standard DPO Eq. (1) (8.6K data) 10.1↑5.8 5.5↑2.9 58.1↓0.1 31.7↓0.9

Table 11. Effectiveness of C-DPO. Compared to standard DPO,
C-DPO enables the model to better learn to distinguish between
correct and incorrect responses at the onset of hallucination, effec-
tively mitigating hallucinations from the outset.

Differences between our objective and DPO with Mask.
Gu et al. [11] propose a preference learning approach that
selectively retains factually correct sentences from pre-
ferred samples while avoiding penalties on factual content
within inferior samples, thereby mitigating ambiguity is-
sues inherent in preference learning. While this method ef-
fectively prioritizes high-quality samples, it primarily relies
on masking certain parts of the training data without fully
considering their potential impact on model learning. As
demonstrated in the main paper Tab. 4, within our work-
flow, the choice of context c—which is masked from loss
calculation during training—plays a crucial role in shaping
the final training outcomes. This highlights the importance
of carefully considering these factors to ensure that our ap-
proach effectively guides the model toward learning accu-
rate and reliable knowledge.

D. Evaluation Details
In this section, we provide detailed information about the
evaluation process. The evaluation benchmarks we used
are described in Sec. D.1, where we showcase the strong
performance of our method. In Sec. D.2, we outline the
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Figure 11. Comparison between C-DPO and standard DPO
during model training. The proposed C-DPO promotes more sta-
ble gradient updates, enhancing training stability.

counterparts used for comparison. In Sec. D.3, we present
the detailed evaluation setup. In Sec. D.4, we provide de-
tailed results from some of the experiments. Additionally,
in Sec. D.5, we present specific details of the ablation stud-
ies.

D.1. Evaluation Benchmarks
We provide a detailed description of the evaluation bench-
marks used in our study.

• Object HalBench. Object HalBench [55] is a widely
used benchmark for assessing common object hallucina-
tions in detailed image descriptions. Following [77], we
incorporate eight diverse prompts to enhance evaluation
stability. We report two key metrics: the response-level
hallucination rate (Resp.), which measures the proportion
of responses containing hallucinations, and the mention-
level hallucination rate (Ment.), which quantifies the per-
centage of hallucinated object mentions.

• AMBER. AMBER [63] is a widely used metric for hal-
lucination evaluation, assessing the frequency of halluci-
natory objects in model-generated responses.
In the generative component of AMBER, hallucination is
quantified using the following three metrics:
CHAIR score:

CHAIR(R) = 1−
len(R

′

obj ∩Aobj)

len(R
′
obj)

. (3)

where R′
obj represents the set of objects mentioned in the

model’s response, and Aobj denotes the set of objects that
actually exist in the image.
Hal score: Measures the proportion of responses contain-
ing hallucinations. A response is considered hallucina-
tory if CHAIR(R) ̸= 0. It is computed as:

Hal(R) =

{
1 if CHAIR(R) ̸= 0,

0 otherwise.
(4)

Cog score: This metric assesses the alignment between
model-generated hallucinations and human cognitive ten-
dencies. It measures the probability of the model gener-
ating objects from a predefined set of hallucinatory target
objects Hobj , calculated as:

Cog(R) =
len(R

′

obj ∩Hobj)

len(R
′
obj)

. (5)

In the discriminative component of AMBER, hallucina-
tion severity is evaluated based on six factors: object exis-
tence, attributes, relationships, state, number, and actions.
We report the F1 score to assess the model’s performance
across these aspects.

• HallusionBench. HallusionBench [12] is a benchmark
designed to assess multimodal large language models
(MLLMs) in image-context reasoning, specifically focus-
ing on hallucination and illusion phenomena. By incor-
porating a carefully curated set of challenging reason-
ing tasks, HallusionBench enables a systematic evalua-
tion of both language-based hallucinations and vision-
driven illusions. To quantify model performance, we re-
port the overall accuracy across all questions, covering
both straightforward and complex cases.

• VQAv2. VQAv2 [10] is a widely used general visual
question answering benchmark that enhances dataset bal-
ance by collecting complementary images for each ques-
tion.

• TextVQA. TextVQA [59] is a benchmark designed for
text-rich visual question answering, requiring models to
not only recognize textual content within images but also
reason about the extracted information. This task evalu-
ates a model’s ability to accurately identify text charac-
ters while effectively handling the inherent noise present
in OCR-generated outputs.

• ScienceQA. ScienceQA [41] is a multiple-choice bench-
mark designed to evaluate zero-shot generalization in sci-
entific question answering. It features multimodal ques-
tions covering a diverse range of science topics, with an-
notated answers supported by corresponding lectures and
explanations. These annotations provide general external
knowledge and specific reasoning for deriving the correct
answer. In our study, we conduct experiments on the im-
age subset of ScienceQA to assess model performance in



multimodal scientific reasoning.
• MM-Vet. MM-Vet [78] is a comprehensive benchmark

designed to assess a model’s ability to engage in visual
conversations across diverse tasks. It evaluates response
correctness and helpfulness through GPT-4 [1] scor-
ing. The dataset includes a wide range of image types,
such as real-world scenes, artworks, statistical graphs,
and memes, paired with open-ended questions that re-
quire multimodal reasoning. MM-Vet focuses on six core
evaluation capabilities: recognition, knowledge, optical
character recognition (OCR), spatial awareness, language
generation, and math.

D.2. Evaluation Counterparts
We compare our SENTINEL approach with various meth-
ods designed to mitigate hallucinations in MLLMs, all of
which are trained on or applied to LLaVA-v1.5 [34] to en-
sure fairness.

• VCD. VCD [27] is a training-free method designed to
mitigate hallucinations in vision-language models by en-
hancing their focus on image content. It achieves this by
contrasting output distributions derived from both origi-
nal and distorted visual inputs. This contrastive approach
helps the model better align its responses with actual im-
age content rather than relying on spurious correlations.
The computational cost of a single inference step using
VCD is approximately twice that of standard greedy de-
coding.

• OPERA. OPERA [19] addresses hallucination in mul-
timodal language models through two strategies: Over-
Trust Penalty and Retrospection-Allocation. The Over-
Trust Penalty reduces overconfidence by adjusting
model logits during beam search, while Retrospection-
Allocation revisits previously generated tokens to correct
potential errors, improving response accuracy.

• DoLa. DoLa [8] enhances factual accuracy by leveraging
contrastive decoding across different model layers. This
approach effectively reduces the generation of incorrect
facts and consistently improves truthfulness in model re-
sponses.

• EFUF. EFUF [70] mitigates hallucinations without re-
quiring paired data by employing gradient ascent and
three specialized loss functions. It applies gradient de-
scent when encountering real objects and gradient ascent
when detecting hallucinated ones, effectively refining the
model’s output.

• HA-DPO. HA-DPO [82] formulates hallucination miti-
gation as a preference selection task, training the model
to prefer non-hallucinated responses when given two out-
puts for the same image. To ensure training stability, it in-
corporates a causal language modeling objective into the
DPO loss. Additionally, both positive and negative sam-
ples are rewritten in GPT-4’s style to maintain stylistic

consistency.
• POVID. POVID [86] highlights the role of inferior re-

sponses in training and enhances them by modifying
images and introducing extra hallucinations via GPT-
4V [44]. The approach then fine-tunes LLaVA-1.5-7B
using a set of 17K preference data.

• RLAIF-V. RLAIF-V [77] employs a “Feedback From
Peer” strategy, where the overall response score is derived
by aggregating scores from decomposed sub-responses,
reducing reliance on costly, ultra-large proprietary mod-
els like GPT4. The model is trained using an iterative
alignment approach, conducting DPO training over four
iterations, with each iteration consisting of four epochs.

• TPO. TPO [16] is a self-correction approach that enables
the model to mitigate its hallucinations at the topic level.
Using a deconfounded strategy, it replaces each topic in
the response with either the best or worst alternatives gen-
erated by the model. This process creates more contrast-
ing pairwise preference feedback, improving the quality
of feedback without requiring human intervention or pro-
prietary models.

• HSA-DPO. HSA-DPO [69] first trains a hallucination de-
tection model using datasets constructed by GPT-4V [1].
This model is then leveraged in a detect-then-rewrite
pipeline to generate 6K preference data for training. Fi-
nally, MLLMs are aligned using the proposed hallucina-
tion severity-aware DPO method.

D.3. Evaluation settings
Our overall evaluation setup strictly follows the guidelines
provided by LLaVA-v1.5 [34], with certain hyperparameter
settings detailed in Tab. 12.

D.4. Evaluation Results

Detailed results of MM-Vet. We present the detailed re-
sults of the MM-Vet [78] benchmark in Tab. 13. The re-
sults indicate that, compared to existing methods, our ap-
proach achieves the most significant improvement on the
7B model, with an increase of 1.6 points. Notably, for the
13B model, while other methods exhibit varying degrees
of performance degradation, our method continues to yield
improvements. This demonstrates the effectiveness of our
approach in enhancing both the correctness and helpfulness
of model responses.
Detailed results of AMBER. We present the detailed re-
sults of the discriminative part of the AMBER [78] bench-
mark in Tab. 14. The results show that some of the existing
methods may experience a decline in performance across
certain specific hallucination categories. In contrast, our
approach demonstrates improvements in every specific hal-
lucination category, regardless of whether the 7B or 13B
model is used. Notably, for the Existence hallucination
type, our method improves the 7B model by 6.3 and the



Method Parameters Value

VCD [27]
Amplification Factor α 1.0

Adaptive Plausibility Threshold 0.1
Diffusion Noise Step 500

DoLa [8]
Repetition Penalty θ 1.2

Adaptive Plausibility Threshold β 0.1
Pre-mature Layers [0, 2 · · · , 32]

OPERA [19]

Self-attention Weights Scale Factor θ 50
Attending Retrospection Threshold 15

Beam Size 3
Penalty Weights 1

Table 12. Evaluation hyperparameters of decode-based methods.

Method Rec OCR Know Gen Spat Math Overall

LLaVA-v1.5-7B [34] 35.9 23.3 17.1 22.0 25.9 11.5 31.0±0.2

VCD [27] 34.5 21.9 18.3 20.6 24.8 3.8 29.8↓1.2
OPERA [19] 34.9 21.6 18.7 21.1 25.7 7.7 30.3↓0.7
DoLa [8] 36.1 21.3 19.4 20.9 26.9 7.7 30.8↓0.2
EFUF [70] 36.5 21.4 17.1 19.5 27.9 7.7 31.2↑0.2
HA-DPO [82] 35.5 22.1 18.3 21.9 26.3 7.7 30.6↓0.4
POVID† [86] - - - - - - 31.8↑0.8
RLAIF-V [77] 34.4 23.4 18.7 23.7 27.7 7.3 29.9↓1.1
TPO [16] 31.8 15.4 16.7 19.6 22.1 7.7 25.7↓5.3
Ours 37.7 23.1 22.7 25.6 26.8 7.7 32.6↑1.6
Ours + HA-DPO [82] 38.4 25.0 21.2 23.7 29.3 7.7 33.5↑2.5

LLaVA-v1.5-13B [34] 39.7 28.8 23.2 24.2 34.5 11.5 36.0
VCD [27] 38.7 24.4 22.4 26.4 30.1 7.7 33.7↓2.3
vanilla-DPO [69] 38.4 29.7 17.9 21.0 35.6 11.5 35.0↓1.0
HSA-DPO [69] 35.9 28.4 16.4 18.9 34.5 15.0 33.7↓2.3
Ours 38.9 30.2 22.6 23.1 32.7 15.0 36.2↑0.2

Table 13. Full evaluation results of MM-Vet benchmark.
†indicates that the results are from [86].

13B model by 7.6 compared to the baseline.

Method Existence Attribute State Number Action Relation Overall

LLaVA-v1.5-7B 82.4 64.0 57.7 69.9 81.1 67.7 74.1
VCD [27] 81.1↓1.3 65.6 61.8 67.5↓2.4 80.9↓0.2 66.7↓1.0 73.9↓0.2
DoLa [8] 87.6 67.5 62.1 72.8 82.4 56.3↓11.4 77.8
EFUF [70] 85.3 61.2↓2.8 55.5↓2.2 65.1↓4.8 80.4↓0.7 67.4↓0.3 75.0
HA-DPO [82] 88.2 66.1 56.5↓1.2 78.5 82.3 68.7 78.0
Ours 88.7↑6.3 67.6↑3.6 61.3↑3.6 74.8↑4.9 82.1↑1.0 70.6↑2.9 79.3↑5.2

LLaVA-v1.5-13B 78.5 70.0 66.0 74.2 82.2 44.9 73.1
VCD [27] 78.5 71.7 69.0 73.6↓0.6 81.6↓0.6 45.6 73.8
Ours 86.1↑7.6 72.6↑2.6 66.6↑0.6 81.6↑7.4 82.6↑0.4 51.5↑6.6 78.7↑5.6

Table 14. Full evaluation results of AMBER’s descriminative
part. We report F1 scores for each category and the overall score.

D.5. Details of Ablation Study
In this section, we provide more specific details of the abla-
tion studies to validate the effectiveness of our method.
Effect of style consistency. Many preference train-
ing methods adopt rewriting techniques to construct non-
hallucinated training samples [16, 69, 82]. To validate the
negative impact of rewritten training data on the model’s
generalization performance, we follow the approach of HA-
DPO [82] and design prompts to instruct GPT to rewrite the
preference training samples. Specifically, we prompt GPT-
4[1] to rewrite yw and yl in a different style while ensuring
coherence with the given context. The prompt template is
provided in Tab. 18, and the results are presented in the main
paper Tab. 2.

To evaluate how our in-domain training data affects the
model’s linguistic qualities, we adopt the approach from
[56] and use GPT-4o-mini [20] as a judge. Responses are
rated on a scale of 0 to 10 across four aspects: grammatical
correctness, fluency, detailedness, and choice of words. We
assess the model’s performance on 300 image description
tasks from Object HalBench [55]. The evaluation prompt
is shown in Tab. 17. As demonstrated in Tab. 15, our train-
ing not only preserves the model’s linguistic capabilities but
also improves the detailedness of the descriptions.

Method Grammatical Correctness Fluency Detailedness Choice Of Words

LLaVA-v1.5-7B 9.92 9.28 8.21 8.94
SENTINEL 9.97↑0.05 9.53↑0.25 8.32↑0.11 8.97↑0.03

LLaVA-v1.5-13B 9.95 9.44 8.29 8.95
SENTINEL 9.98↑0.03 9.60↑0.16 8.40↑0.11 8.98↑0.03

Table 15. Language quality evaluation results. Our in-domain
training data preserves the model’s language quality in image de-
tail description tasks while improving the level of detailedness.

To further investigate the impact of rewritten data on
training, we analyze the log probabilities (logps) and loss
trends of the policy model when trained with in-domain data
versus rewritten data, as shown in Fig. 12. Our observations
indicate that the rewritten data, due to its deviation from the
model’s original output style and linguistic domain, signif-
icantly lowers the logps of both positive and negative sam-
ples. Additionally, the rewriting process obscures the fun-
damental distinction between positive and negative samples
(i.e., whether hallucinations are present), thereby weaken-
ing the model’s ability to distinguish between them and di-
minishing the effectiveness of the training signal. As a re-
sult, models trained on in-domain data converge to a lower
loss and achieve superior differentiation between positive
and negative samples, whereas training with rewritten data
fails to provide comparable improvements.

Effect of data scaling up. Since our proposed SENTINEL
does not rely on ultra-large proprietary models [21, 69, 75,
80, 82, 86] or human annotators [13, 76] for preference
learning dataset construction, it can efficiently collect more
training data. As shown in Tab. 16, although RLHF-V [76]
leverages high-quality human-annotated training data to
achieve a lower hallucination rate with fewer training sam-
ples, their high cost limits the scalability of the training data.
Our method enables cost-effective scaling up, leading to im-
proved model performance.

Method Data Scale
Object HalBench[55] AMBER[63]

Resp. ↓ Ment. ↓ Acc ↑ F1 ↑
LLaVA-v1.5-7B - 52.7 28.0 71.5 74.1
RLHF-V [76] 1.4K 12.2 7.5 72.6 75.0

SENTINAL 2.0K 39.0 20.0 72.2 74.9
SENTINAL 8.6K 4.3 2.6 76.1 79.3

Table 16. Impact of training data quantity. The results show
that SENTINEL demonstrates better efficiency and scalability.
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Figure 12. Impact of rewriting on the training process. Training
with rewritten data fails to achieve the same level of convergence,
resulting in higher final loss and weaker differentiation between
positive and negative samples, demonstrating the necessity of in-
domain training data.

Complement with existing preference learning methods.
HA-DPO [82] employs a GPT-4 [1]-based rewriting ap-
proach to modify both positive and negative samples in the
preference training data, ensuring stylistic consistency be-
tween them. However, this rewriting process introduces
stylistic discrepancies between the training data and the tar-
get model’s original outputs, potentially affecting its gener-
alization ability.

To assess the effectiveness of in-domain preference
learning data, we augment the HA-DPO [82] training
dataset (approximately 4.4K samples) with a subset of our
constructed dataset (6K samples from the full 8.6K) and
train LLaVA-v1.5-7B under the same training settings as
HA-DPO. As shown in the main paper Tab. 5, integrating
even a partial set of our training data significantly reduces
hallucinations while enhancing the model’s overall perfor-
mance. These results further demonstrate that our sentence-
level preference training approach is complementary to ex-
isting sample-level preference learning methods.

E. SENTINEL with Other Baselines

In this section, we explore the effectiveness of our SEN-
TINEL approach when applied to other baselines, specif-
ically LLaVA-v1.6 [35], Qwen2-VL [3] and Qwen2.5-
VL [3]. The results are presented in Tab. 19. The findings

Following is a detailed image description.
Your task is to assess the response on the following criteria:
1. Grammatical Correctness: Analyze the response for grammar, punctuation,
and syntax accuracy.
2. Fluency: Evaluate whether the response flows smoothly, reads naturally, and
maintains coherence throughout.
3. Detailedness: Check if the response provides sufficient and relevant detail
to address the topic comprehensively, without redundancy or unnecessary
information.
4. Choice of Words: Assess if the words used are appropriate, varied, and
effectively convey the intended message. Rate each criterion on a scale from 0
to 10, where 0 indicates poor quality and 10 signifies an excellent response.

Here is the image description to evaluate:

{description}

Your response should be in this format:
Grammatical Correctness: SCORE
Fluency: SCORE
Detailedness: SCORE
Choice of Words: SCORE

Table 17. Prompts for linguistic quality evaluation. Responses
are rated on a scale of 0 to 10 across four aspects: grammatical
correctness, fluency, detailedness, and choice of words.

Rewrite training data
Please help me rewrite the given sentences in a style different from the original.
You will be provided with three parts: “context” refers to the previously
generated sentences, and “option one” and “option two” represent two choices
for the sentence that follows the context.
Your goal is to make the new versions from the original while preserving all
details and information.
Avoid adding any new information or changing the original meaning.
Please rewrite the two options that differ in tone, structure, word choice, and
phrasing compared to the original, while ensuring coherence and natural flow
with the given context.

The format of your output should be:
Option one: ...
Option two: ...

The sentences are:
Context: {context}
Option one: {y win}
Option two: {y lose}

Table 18. Prompts for rewriting. We prompt GPT-4 [1] to rewrite
y+
w and yl in a style different from the original while ensuring

coherence with the given context c to show the effect of rewriting
on the model’s generalization performance.

indicate that our SENTINEL approach consistently reduces
hallucinations across a range of model families and sizes,
while preserving or even enhancing overall performance,
thereby demonstrating its robustness and effectiveness.

During these experiments, to generate training data for
each target model, we simply replace the sampling model
within the SENTINEL framework with the correspond-
ing model, thereby demonstrating SENTINEL’s model-
agnostic design. For training, we employ the widely used
LLaMA-Factory [83] framework to ensure fairness and re-
producibility. Evaluation follows the same protocol de-
scribed above1. All training data, configuration details, and
associated resources will be released publicly.

1For efficiency, in this set of experiments we use the GPT-4o [20] model
for HallusionBench [12] evaluation, which makes these results not directly
comparable to those reported for the benchmark in the main paper.

https://huggingface.co/liuhaotian/llava-v1.5-7b
https://huggingface.co/collections/llava-hf/llava-next-65f75c4afac77fd37dbbe6cf
https://huggingface.co/collections/Qwen/qwen2-vl-66cee7455501d7126940800d
https://huggingface.co/collections/Qwen/qwen25-vl-6795ffac22b334a837c0f9a5
https://huggingface.co/collections/Qwen/qwen25-vl-6795ffac22b334a837c0f9a5
https://github.com/hiyouga/LLaMA-Factory


Model
Hallucination benchmarks General benchmarks

Object HalBench [55] HallusionBench [12] VQAv2 [10] TextVQA [59] ScienceQA [41] MM-Vet [78]

Resp. ↓ Ment. ↓ Question Acc. ↑ Acc. ↑ Acc. ↑ Image Acc. ↑ Overall ↑
LLaVA-v1.6-vicuna-7B 15.3→5.0 10.1→3.4 36.73→37.80 81.5→81.5 59.4→59.4 74.3→74.2 40.9→45.4

LLaVA-v1.6-vicuna-13B 13.7→4.0 7.7→2.6 41.10→41.36 82.2→82.2 63.6→63.5 77.7→78.0 47.8→48.5

Qwen2-VL-2B-Instruct 15.3→2.3 8.6→1.7 41.28→42.16 81.5→81.5 78.3→78.5 76.9→77.4 49.4→49.8

Qwen2-VL-7B-Instruct 14.3→4.8 8.5→4.0 51.55→53.41 83.7→83.8 82.2→82.2 85.7→86.9 62.7→62.8

Qwen2.5-VL-7B-Instruct 15.0→4.7 9.2→2.8 52.00→52.08 84.0→84.0 77.7→77.7 88.6→88.5 72.0→72.2

Table 19. Comparison of hallucination mitigation methods with other baseline models: effectiveness and general capabilities
(baseline→SENTINEL). This evaluation highlights the best and second-best results in bold and underlined, respectively. All comparisons
are performed under identical model size constraints. “Resp.” and “Ment.” denote response-level and mention-level hallucination rates,
while “Hal.” and “Cog.” represent the Hallucination Score and Cognitive Score, respectively.

F. Related Work

Multimodal large language models. In recent years,
vision-language models (VLMs) have made remarkable
progress [38, 50, 58, 61, 64, 74]. With the advancement of
large language models (LLMs), multimodal large language
models (MLLMs) have achieved impressive alignment be-
tween visual and textual representations through cross-
modal feature integration, marking a crucial milestone to-
ward truly general-purpose AI systems [2, 3, 9, 24, 29, 33–
35, 44, 48, 65, 71–73, 84, 87]. However, mitigating halluci-
nation and building reliable models for real-world scenarios
remain significant challenges.

Object Hallucination. Object Hallucination (OH) refers to
the phenomenon where MLLMs generate text that is seman-
tically coherent but misaligned with the given image [4, 36,
53]. Prior studies suggest that this issue may arise during
generation due to an over-reliance on linguistic priors and
insufficient attention to visual features [14, 43, 67]. Further-
more, research indicates that hallucination tends to intensify
over time [22, 85].

Mitigate OH with improved decoding strategies. Sev-
eral approaches have explored enhanced decoding strate-
gies to mitigate object hallucination. VCD [27] enhances
the model’s focus on image content during generation by
applying contrastive decoding between the original image
and a noise-corrupted version. DoLa [8] improves fac-
tual accuracy by leveraging contrastive decoding across lay-
ers to better surface factual knowledge and reduce incor-
rect outputs. OPERA [19] introduces Over-Trust Penalty
and Retrospection-Allocation to address hallucination in
multimodal language models. HALC [6] reduces object
hallucination through an adaptive focal-contrast decoding
approach, incorporating a dynamic auto-focal grounding
mechanism for real-time token correction and a refined
beam search strategy to effectively suppress hallucinations
while maintaining text quality.

Mitigate OH by preference learning. Preference learning

is a powerful paradigm for aligning large language models
with human judgments and values. Recently, Direct Prefer-
ence Optimization (DPO) [51] and its variations [42, 46, 47]
have made preference learning more accessible and eas-
ier to integrate. Another line of research on mitigating
OH employs preference learning to tackle object hallucina-
tion by reformulating it as a preference optimization prob-
lem. These approaches construct high-quality, stylistically
consistent positive-negative sample pairs to enhance model
training. Rewriting is an effective method for obtaining
“non-hallucinated” training data. HA-DPO [82] utilizes
GPT [1] to directly detect and rewrite the model’s origi-
nal output, ensuring that both positive and negative samples
undergo rewriting. HSA-DPO [69] distills a smaller hallu-
cination detection model from the proprietary model GPT
and applies it to detect hallucinations and refine responses
through rewriting. In contrast, RLAIF [77] does not employ
rewriting; instead, it constructs datasets using the “Feed-
back from Peer” approach, leveraging open-source mod-
els’ outputs as feedback. This method directly utilizes the
model’s full outputs as both positive and negative samples.
Eliminating OH via unlearning. EFUF [70] employs
an unlearning-based approach to mitigate OH in MLLMs.
Specifically, it applies gradient ascent when hallucinated
objects are detected during the model’s generation, effec-
tively suppressing hallucinations in a targeted and efficient
manner. This method enables a precise removal of halluci-
nated content during captioning without compromising the
model’s overall performance.

G. Additional Case Studies
In this section, we provide more case studies to further il-
lustrate the effectiveness of our proposed SENTINEL in
mitigating hallucinations and enhancing its generalization
capabilities. To ensure a fair comparison, results for both
LLaVA-v1.5 and SENTINEL are obtained using greedy de-
coding, while GPT-4V refers to gpt-4-vision-preview [44].



Describe this image.

LLaVA-v1.5-7B

LLaVA-v1.5-7B + SENTINEL (Ours)

GPT-4V

The image features a large blue bus parked in a parking lot. The bus is quite long, occupying a significant 
portion of the scene. The bus is parked under a tree, providing shade and a pleasant atmosphere.
There are several people in the scene, with one person standing close to the bus on the left side, another 
person standing further away on the right side, and a third person standing near the middle of the scene. 
The people appear to be either waiting for the bus or simply passing by.

The image features a large blue and white bus parked in a parking lot. The bus is prominently displayed in 
the scene, occupying a significant portion of the image. The bus is likely a tour bus, as it is parked in a lot 
and not in motion.
There is a man walking towards the bus, possibly preparing to board or just passing by. The man is located 
on the left side of the bus, closer to the front. The scene captures the moment when the man is 
approaching the bus, creating a sense of anticipation for the journey ahead.

The image shows a full-size blue tour bus parked on the side of a street. The bus features a colorful design 
with white stars and portraits of a man's profile silhouetted in white against a darker blue background. 
These repeated profile images create a distinctive pattern across the bus's exterior. There is the text on the 
side of the bus, but I cannot provide details on what it says due to image policy. A pedestrian is walking in 
front of the bus, moving towards the left side of the frame. The setting appears to be a parking area or a 
bus stop, with green trees in the background that suggest an urban park or a street lined with some greenery.

Describe this image.

LLaVA-v1.5-7B

LLaVA-v1.5-7B + SENTINEL (Ours)

GPT-4V

The image features a person riding a bicycle through a lush green field. The cyclist is 
positioned in the middle of the scene, surrounded by the vibrant grass. The field appears to 
be a mix of grass and bushes, creating a picturesque and serene environment for the cyclist's 
journey. The person is actively pedaling the bike, enjoying the outdoor experience and the 
beauty of the landscape.

The image features a person riding a bicycle through a lush green field, surrounded by tall 
grass and bushes. The cyclist is wearing a helmet for safety while enjoying the outdoor 
activity. The field appears to be a large, open space, providing an ideal environment for 
cycling. The cyclist is the main focus of the scene, with the bicycle and rider occupying a 
significant portion of the image.

The image depicts an individual riding a mountain bike on a narrow trail through what appears to be a 
natural grassland or prairie. The biker is dressed in a casual outdoor outfit suitable for biking, which 
includes shorts and a short-sleeved top. The terrain is mostly flat with sparse shrubbery and a wide-open 
sky above. It looks like a sunny day with few clouds, indicating good weather conditions for outdoor 
activities. The horizon is distant, hinting at a vast open space, and the path ahead seems to provide an 
enjoyable ride through the natural landscape.

Describe this image.

LLaVA-v1.5-7B

LLaVA-v1.5-7B + SENTINEL (Ours)

GPT-4V

The image features a white car parked in a parking lot, occupying a single parking space. The 
car is positioned in the middle of the parking lot, with its front end visible. The parking lot is 
filled with multiple parking spaces, with the white car being the only one currently parked. 
The scene gives a sense of an empty parking lot with the white car being the focal point.

The image features a white car parked in a parking lot, occupying a single parking space. 
The car is positioned in the middle of the parking lot, with its front end visible. The parking 
lot appears to be empty, with no other cars visible in the scene. The white car stands out 
against the gray pavement, making it the focal point of the image.

The image shows an aerial view of a single car parked in a large parking lot with many empty spaces. The 
lot is marked with white lines delineating individual parking spaces, and the car is parked within one such 
designated area. The car appears to be white or light-colored and is centered within one of the parking 
spaces, aligned properly within the markings. The orientation of the photograph indicates that the vehicle is 
parked head-in, facing the bottom of the image, with the front of the car visible and darker shaded areas 
indicating the windshield and front windows. The image appears to be taken from a height that shows the 
car in significant detail while also displaying a number of the surrounding empty spaces, emphasizing the 
car's isolation in a large, mostly vacant lot.

Figure 13. Comparing general image description results between SENTINAL and its base model LLaVA-v1.5-7B. Our method
effectively mitigates hallucinations while enhancing the general performance of the base model, providing a more detailed description.



Please provide a detailed 
description of the image, 

including its visual elements, 
such as colors, shapes, 

textures, objects, and people.

LLaVA-v1.5-7B

LLaVA-v1.5-7B + SENTINEL (Ours)

GPT-4V

The image features a large, old clock tower with a clock prominently displayed on the side. The tower is 
made of stone and has a brick-like texture. The clock is situated at the top of the tower, and there is a bird 
perched on the tower as well. 
In the background, there are a few trees visible, adding to the overall atmosphere of the scene. The clock 
tower stands tall, towering over the surrounding landscape, making it a prominent landmark in the area.

The image features a large clock tower with a prominent clock face on its side. The clock is 
positioned towards the top of the tower, making it a focal point. The tower is made of 
stone and has a tall, imposing structure. The clock face is white, contrasting with the darker 
stone of the tower. The clock is surrounded by a variety of flags, adding a sense of color 
and vibrancy to the scene. The flags are positioned at different heights and angles, creating 
a dynamic and visually interesting display.

This is an image of a tall clock tower structure with a classic architectural design. The tower features a 
prominent clock face set within an ornate frame, beneath which are three arched openings resembling 
windows. The top of the tower has a smaller arched structure with a pointed roof that appears to be topped 
with a weathervane or finial. There are also some colorful flags or bunting visible in the background, 
indicating that there may be a festive occasion or public celebration occurring. The presence of rooftops in 
the foreground suggests that the tower is set against an urban backdrop. The weather seems to be overcast, 
with a gray sky overhead.

Explain the narrative or 
story that the image seems 

to convey, detailing each 
part that contributes to it.

LLaVA-v1.5-7B

LLaVA-v1.5-7B + SENTINEL (Ours)

GPT-4V

The image captures a man walking through a large, empty train station with his luggage. He is pulling a 
suitcase behind him, possibly arriving at or departing from his destination...
In the background, there is a traffic light, indicating that the station might be located near a busy road or 
intersection. Additionally, there is a handbag visible in the scene, suggesting that the man might be 
accompanied by someone or has additional belongings with him. The overall atmosphere of the image 
conveys the sense of travel and movement associated with train stations.

The image depicts a man walking through a large, empty train station. He is wearing a black coat and 
carrying a suitcase, likely traveling or commuting. The man is walking down the middle of the station, 
making his way towards his destination. The suitcase he is carrying suggests that he might be traveling for 
work or personal reasons, and the emptiness of the station implies that it is either early in the morning 
or late at night when fewer people are present. The man's presence and the suitcase he carries create a 
sense of movement and purpose in the otherwise quiet and empty station.

The image shows an indoor setting that resembles a modern transportation hub, such as a train station or 
airport. A person appears to be walking from right to left, pulling a rolling suitcase behind them, indicating 
they might be a traveler... There is also a staircase in the background leading to an upper level, with its 
base obscured by a column. The time seems to be either early morning or late evening, as the location is 
not crowded. The glass panel on the right suggests that the area is enclosed, and reflects the environment, 
adding depth to the scene. The lighting is artificial and cool, contributing to the sterile atmosphere of the 
building.

What is this photo about? 
Please answer in great detail.

LLaVA-v1.5-7B

LLaVA-v1.5-7B + SENTINEL (Ours)

GPT-4V

The image depicts a well-maintained bathroom with a white bathtub, a sink, and a shower. The sink is 
positioned to the left of the bathtub, while the shower is located to the right of the bathtub. The bathroom 
features a large mirror above the sink, which is placed in the middle of the scene.
There are several bottles placed around the bathroom, with one near the sink, another close to the 
bathtub, and two others located near the shower. A toothbrush can be seen on the countertop near the 
sink, and there is also a cup placed on the counter.

The image features a bathroom with a large mirror above two sinks. The sinks are positioned side by side, 
with one sink closer to the left side of the mirror and the other sink closer to the right side. The bathroom 
has a blue and white color scheme, giving it a clean and modern appearance. The mirror reflects the 
surrounding bathroom space, creating a sense of depth and spaciousness.

This is an image of a bathroom interior. It features a double sink vanity with a wooden countertop and a 
blue cabinet base with both wood and blue colored drawers and cupboard doors. Above the sinks are two 
faucets and a large mirror fitted within a wooden frame that extends beyond the width of the vanity, 
offering a spacious look. A window is placed above the mirror, showing a glimpse of vegetation outside, 
suggesting the bathroom might be in a rural area or has a view of some greenery. To the right, there's a 
shower enclosure with clear glass walls and a showerhead visible. The room is tiled with light-colored tiles 
on the floor and the shower wall is covered with white tiles. To the right of the shower is a small mounted 
towel rack.

Figure 14. Comparing detailed image description results between SENTINAL and its base model LLaVA-v1.5-7B. Our method
effectively mitigates hallucinations while enhancing the general performance of the base model, providing a more detailed description.



Compare the average kinetic energies of the particles in 
each sample. The diagrams below show two pure 

samples of gas in identical closed, rigid containers. Each 
colored ball represents one gas particle. Both samples 
have the same number of particles. Which sample has 

the higher temperature? Sample A or sample B?

LLaVA-v1.5-7B

LLaVA-v1.5-7B + SENTINEL (Ours)

In the image, there are two jars with different colored balls 
representing particles. The first jar has green and yellow balls, 
while the second jar has blue and purple balls. The average 
kinetic energy of the particles in each sample can be calculated 
by dividing the total kinetic energy by the number of particles.
Sample A: Green balls: 10 balls, average kinetic energy = 
10*100 m/s = 1000 m/s...
Both samples have the same number of particles and the same 
average kinetic energy. Therefore, the temperature of both 
samples is the same.

The average kinetic energy of the particles in sample A is 
higher than that of sample B. This is because the particles in 
sample A have a higher average kinetic energy due to their 
higher temperature. The higher temperature in sample A 
results in a higher average kinetic energy for the particles, 
making them move faster and more energetically than the 
particles in sample B.

Can you give a short introduction to this movie?

LLaVA-v1.5-7B

LLaVA-v1.5-7B + SENTINEL (Ours)

The image features a man dressed as the iconic character, the 
Joker, from the movie "The Dark Knight." He is holding a 
playing card in his hand, possibly a reference to the famous 
scene in the movie where the Joker deals a card to Batman. 
The man's makeup and costume are designed to resemble the 
Joker's appearance, making him look like a convincing 
representation of the character.

The movie "The Dark Knight" is a 2008 superhero film directed 
by Christopher Nolan. It is the second installment in the 
Batman film series and stars Heath Ledger as the Joker, a 
psychopathic criminal mastermind who wreaks havoc on 
Gotham City. The movie follows the story of Batman, played by 
Christian Bale, as he tries to stop the Joker's reign of terror and 
protect the city from his evil plans. The film is known for its 
intense action sequences, complex plot, and the iconic 
performance of Heath Ledger as the Joker.

Can you give a short introduction to this person?

LLaVA-v1.5-7B

LLaVA-v1.5-7B + SENTINEL (Ours)

The image features a man with curly hair, a mustache, and a 
beard, who is wearing a suit and tie. He is smiling and appears 
to be a well-dressed individual. The man is also wearing 
glasses, which adds to his distinctive appearance. It is not 
possible to determine the exact identity of the person from 
the image alone, but he could be a businessman, a public 
figure, or someone attending a formal event.

The image features a man with curly hair and a beard, who is 
smiling and looking at the camera. He is wearing a suit and tie, 
giving him a formal appearance. This man is widely recognized 
as Albert Einstein, a renowned physicist and the creator of the 
theory of relativity. His contributions to science have had a 
significant impact on the understanding of the universe and 
have shaped modern physics.

Required capabilities:
Recognition, Knowledge and Language generation

Required capabilities:
Recognition, Knowledge and Language generation

Figure 15. Comparing visual question answering results between SENTINAL and LLaVA-v1.5-7B. Our method effectively mitigates
hallucinations while enhancing the general performance of the base model, leading to more accurate and detailed answers.



Describe this image.

LLaVA-v1.5-13B

LLaVA-v1.5-13B + SENTINEL (Ours)

GPT-4V

The image features a red stop sign located on the side of a road, with a lush green field in the background. 
The stop sign is positioned near the edge of the road, possibly to ensure the safety of drivers and 
pedestrians.
In the background, there are several cars parked or driving along the road, with one car closer to the left 
side of the image and two others further away on the right side. The scene also includes a few people 
scattered around the area, possibly enjoying the outdoors or attending to their vehicles.

The image features a red stop sign situated on the side of a road. The stop sign is positioned 
on the grass, close to the edge of the road. The road appears to be a paved road, and the 
stop sign is clearly visible for drivers to see and obey. The scene is set in a mountainous 
area, with the mountains in the background, creating a picturesque and serene atmosphere.

The image shows a red octagonal stop sign in the foreground, slightly tilted, with a picturesque backdrop of a 
mountain range. The mountain range has lush green foliage covering its base and sharp, rugged peaks that 
seem to rise dramatically from the green landscape. There are a few clouds scattered in the sky. Below the 
mountains, an expanse of green grass dotted with trees creates a serene park or rural setting. The road is 
visible to the side of the stop sign, suggesting that this location is accessible by vehicles. The lighting 
suggests it's daytime with clear weather, giving the entire scene a vibrant and natural look.

Describe this image.

LLaVA-v1.5-13B

LLaVA-v1.5-13B + SENTINEL (Ours)

GPT-4V

The image features a row of thatched huts or straw huts, which are situated in a lush green 
field. The huts are made of natural materials and are arranged in a line, creating a 
picturesque scene. The field is filled with tall grass, adding to the serene atmosphere of the 
location.       In addition to the huts, there are several birds scattered throughout the scene, 
some of which are perched on the huts or flying in the sky. The presence of the birds and the 
natural surroundings make the scene feel like a peaceful and idyllic setting.

The image features a row of thatched huts or straw huts, lined up along a path. The huts are 
made of natural materials and have a rustic appearance. They are situated in a lush green 
field, surrounded by a beautiful landscape. The huts are positioned close to each other, 
creating a sense of unity and harmony in the scene. The overall atmosphere of the image is 
serene and picturesque, showcasing the beauty of nature and traditional architecture.

The image shows a tranquil rural scene with traditional thatched-roof buildings that appear to be made of 
wood or bamboo. These structures are surrounded by lush green paddy fields indicating a rice-growing 
area. Banana plants are visible to the left, providing a tropical feel to the environment. A burst of yellow 
flowers can be seen growing along one building, adding color to the scene.
...

Describe this image.

LLaVA-v1.5-13B

LLaVA-v1.5-13B + SENTINEL (Ours)

GPT-4V

The image features a beach scene with a large, colorful umbrella providing shade on the 
sandy shore. The umbrella is positioned near the center of the scene, covering a significant 
portion of the beach.
There are two chairs placed under the umbrella, one on the left side and the other on the 
right side. The chairs are arranged in a way that allows for comfortable relaxation while 
enjoying the beach view. The overall atmosphere of the scene is inviting and perfect for a day 
at the beach.

The image features a large, colorful umbrella sitting on a sandy beach. The umbrella is 
open and positioned in the center of the scene, providing shade and a vibrant touch to the 
beach setting. The umbrella's design is predominantly yellow and blue, making it stand out 
against the sandy background. The umbrella is placed on the sand, likely for someone to 
enjoy the beach while staying protected from the sun.

The image shows a sandy beach scene with a colorful beach umbrella and a reclining beach chair 
partially covered with a yellow towel. The sky is partly cloudy, suggesting a fairly comfortable, mild weather 
condition. The ocean is visible in the background, indicating that the beach is seaside. There's the presence 
of some seaweed or debris on the sand near the waterline. The beach does not appear to be crowded, as 
there are no visible people or significant clusters of activity within the scope of the image. It conveys a sense 
of relaxation and quiet leisure.

Figure 16. Comparing general image descriptions between SENTINAL and its base model LLaVA-v1.5-13B. Our method effectively
mitigates hallucinations while enhancing the general performance of the base model, providing a more detailed description.



Compose a detailed account of 
the image, encompassing its 

visual characteristics, like 
colors, shapes, textures, 
objects, and any human 

subjects, by paying careful 
attention to the specifics.

LLaVA-v1.5-13B

LLaVA-v1.5-13B + SENTINEL (Ours)

GPT-4V

The image features a laptop computer sitting on a desk, with a mug of tea placed nearby. The mug has a tea 
bag inside, and it appears to be filled with a beverage. The laptop screen is lit up, indicating that it is in use.
In addition to the laptop and mug, there are two keyboards on the desk, one located in front of the laptop 
and another slightly to the side. There is also a cell phone placed on the desk, suggesting that the user 
might be multitasking or working with multiple devices.

The image features a laptop computer sitting on a bed, with a cup of coffee placed right in 
front of it. The cup is filled with a beverage, likely coffee, and is positioned close to the 
laptop. The laptop screen is illuminated, indicating that it is turned on and in use. The scene 
creates a cozy atmosphere, as the person using the laptop enjoys their coffee while working 
or browsing the internet.

The image features a laptop computer on a bed. The laptop screen is facing us and displays an open 
application with a white background, which has information listed in tables or lists, possibly resembling a file 
browser or email client. The keyboard is illuminated from backlighting. To the right of the laptop is a white 
ceramic mug with a design on it, possibly including a map or graphic print. A square tea bag label is visible 
hanging over the rim, suggesting that it contains a hot beverage, likely tea.
...

Provide an intricate description 
of the image, capturing its 
visual elements, including 

colors, shapes, textures, objects, 
and any people present.

LLaVA-v1.5-13B

LLaVA-v1.5-13B + SENTINEL (Ours)

GPT-4V

The image features a man and a dog playing a game of frisbee in a park. The man is holding the dog in his 
arms, and the dog is attempting to catch a red frisbee that is flying in the air between them.
In the background, there are several other people scattered throughout the scene, possibly enjoying their 
time at the park as well. The atmosphere seems lively and fun, with the man and his dog engaging in an 
entertaining activity.

The image features a man and a dog playing together in a grassy field. The man is kneeling 
down, and the dog is jumping in the air to catch a frisbee. The frisbee is positioned above 
the dog, as it attempts to catch it mid-air. The man appears to be enjoying the game with 
his dog, creating a fun and engaging scene.

The image shows a man outdoors in what appears to be a grassy area with trees suggesting a park or a 
well-maintained garden. He’s facing away from the camera and is in an active, crouching position typically 
associated with throwing or catching. He’s holding a bright orange frisbee in his right hand, preparing to 
throw or having just caught it. In mid-air to the right of the person, we see another orange frisbee, 
indicative of this activity regarding multiple disks being handled or an ongoing game.
...

Provide a thorough description 
of the given image.

LLaVA-v1.5-13B

LLaVA-v1.5-13B + SENTINEL (Ours)

GPT-4V

The scene features two young women riding skateboards down a street. They are enjoying themselves as 
they skate together, possibly learning from each other. The street is filled with various vehicles, including a 
car parked on the left side of the road, a truck on the right side, and another car further back.
Additionally, there are two other cars in the scene, one parked behind the truck and another one parked 
near the back of the street. The two skateboarders are the main focus of the image, with their skateboards 
visible beneath them as they glide down the street.

This image features two individuals on skateboards on a street during what appears to be the late 
afternoon, judging by the sunset lighting. The person in the foreground has one foot on a skateboard and is 
reaching out to hold or stabilize the shoulder of the other person, who is fully standing on another 
skateboard and appears to be learning or being guided. The context suggests a skateboarding lesson or a 
mutual skating session. Behind them, there are parked cars and residential homes lining the street, 
indicating a suburban neighborhood setting. The plate of the car in the frame must be avoided in trajectory 
or it should be switched out for a version with a blurred license plate.

The image features two young girls riding skateboards down a street. They are both wearing jeans and 
appear to be enjoying their time together. The girls are positioned close to each other, with one girl slightly 
ahead of the other.      The street is lined with parked cars on both sides, creating a sense of depth in the 
scene. The cars are of various sizes and are parked at different distances from the girls, with some closer to 
the foreground and others further in the background. The girls' skateboards are clearly visible, adding to the 
dynamic nature of the scene.

Figure 17. Comparing detailed image descriptions between SENTINAL and its base model LLaVA-v1.5-13B. Our method effectively
mitigates hallucinations while enhancing the general performance of the base model, providing a more detailed description.



Which of these highlighted cities is the 
farthest north?

LLaVA-v1.5-13B

LLaVA-v1.5-13B + SENTINEL (Ours)

The farthest north highlighted city is 
Minneapolis, Minnesota.

The farthest north highlighted city is Chicago.

Is the trash empty or full?

LLaVA-v1.5-13B

LLaVA-v1.5-13B + SENTINEL (Ours)

The trash is full, and the woman is taking it 
out of the trash can.

The trash is empty.

How many people are eating in this kitchen?

LLaVA-v1.5-13B

LLaVA-v1.5-13B + SENTINEL (Ours)

There are four people eating in this kitchen.

There are no people eating in this kitchen, as it is 
currently empty.

Required capabilities:
OCR and  Spatial awareness

Required capabilities:
Recognition

Question type: adversarial
Question topic: kitchen

Figure 18. Comparing visual question answering between SENTINAL and its base model LLaVA-v1.5-13B. Our method effectively
mitigates hallucinations while enhancing the general performance of the base model, leading to more accurate answers.


