MISSRAG: Addressing the Missing Modality Challenge
in Multimodal Large Language Models

Supplementary Material

A. Additional Implementation Details

MLLM Backbones. In our experiments, we employ
OneLLM [22], ChatBridge [53], and VideoLLaMA 2 [13]
as our MLLMs. OneLLM maps non-textual modali-
ties to token representations of shape (nokens; @model) With
Niokens = 30 and dmeger = 4,096, reflecting the representa-
tion depth of LLaMA-7B [44] and supporting a maximum
input size of 2,048 tokens. In contrast, ChatBridge maps
non-textual modalities to token representations of shape
(ntokensv dmodel) with nkens = 32 and dmogel = 5,120, cor-
responding to the representation depth of Vicuna-13B [15]
and also supporting a maximum input size of 2,048 tokens.
Finally, VideoLLaMA 2 is based on Qwen2 [48], operat-
ing with dpeger = 4,096, and maps the video modality to
Nyokens = 076 and the audio modality to noens = 1,496.

Default System Message and User Instructions. To dis-
close our prompts, Table 6 provides the default system mes-
sages for each input modality combination and Table 7 pro-
vides the default user instructions for each task.

Enhanced Visualization of the Prompt Engineering De-
tails. In Table 9, we provide an enhanced visualization of
the PE details, also reported the main paper.

Custom Evaluation Metric. In our experiments, we em-
ploy a custom evaluation metric to assess the performance
in audio-video-text sentiment analysis on the MOSI and
MOSETI datasets. A pseudo-code version of the aforemen-
tioned metric is exemplified in Algorithm 1.

B. Additional Quantitative Results

Beyond validating our approach on ChatBridge, OneLLM,
and VideoLLaMA 2 as done in the main paper, we here
provide additional experiments with other MLLMs, namely
VITA [18], and Qwen2.5-Omni [47]. Specifically, VITA
is based on the Mixtral 8x7B LLM and is trained using
a bilingual instruction tuning strategy. Instead, Qwen2.5-
Omni, based on the Qwen2.5-7B LLM, handles interleaved
video and audio inputs using a thinker-talker architecture

Input Modalities Prompt

A chat between a curious human and an artificial
intelligence assistant. The assistant gives helpful, detailed,
and polite answers to the human’s questions,

Audio-Video combining visual and audio data.

Audio-Video-Text combining visual, audio and textual data.

Table 6. Default system messages for all modality combinations.

Algorithm 1 Custom evaluation function for classification.

TASK_CLASSES < [“class_17, ..., “class_n”]
correct <— 0
total < 0
for each sample in samples do
total <— total + 1
label <— sample[“label”]
negative_label <— concat(“not”, label)
prediction <— sample[“prediction”]
count_match <— 0
for each ground._truth in TASK_CLASSES do
if ground_truth is in prediction then
count_match <— count_match + 1
end if
end for
if count_match > 1 then
continue
else if (label is in prediction) and not(negative_label is in prediction)
then
correct <— correct + 1
end if
end for
accuracy «— correct / total

and a time-aligned positional encoding scheme.

Results are reported in Table 8 for the audio-visual ques-
tion answering (i.e., MUSIC-AVQA) and audio-visual cap-
tioning (i.e., VALOR32K and CharadesEgo) tasks.” As
shown, MISSRAG+PE consistently improves both VITA
and Qwen2.5-Omni across all tasks and metrics. When
applied to VITA, our method yields gains of up to +6.92,
+3.70, and +0.43 on MUSIC-AVQA, VALOR32K, and
CharadesEgo, respectively, when the visual information is
missing (i.e., MV). Similarly, for Qwen2.5-Omni, we ob-
serve consistent improvements of +4.92, +1.53, and +3.15
under the same MV scenario. These results further validate
the generality and effectiveness of our approach across di-
verse MLLM architectures.

3For these MLLMs, we exclude MOSI and MOSEI due to the poor
performance of the models on the audio-video-text sentiment analysis task.

Task Prompt

Audio-Video

Question Answering {Question} Answer the question using a single word or phrase.

Audio-Video
Captioning

Provide a detailed description for the given video in one
sentence.

Audio-Video-Text
Sentiment Analysis

Input text: Text. Given the class set [ClassList]
What is the sentiment of this video?

Table 7. Default user instruction prompt table for all tasks.



Dataset MUSIC-AVQA VALOR32K CharadesEgo

Metric Accuracy CIDEr CIDEr
Method MA MV C MA MV C MA MV C
VITA [18] 3324 28.12 42770 2230 6.90 25.60 10.62 3.21 11.31

MissRAG+PE 39.38 35.04 42.80 24.30 10.60 25.70 11.64 3.64 11.33
Improvement +6.14 +6.92 +0.10 +2.00 +3.70 +0.10 +1.02 +0.43 +0.02

Qwen2.5-Omni [47] 6277 5178 6242 875 738 10.10 930 224 14.15
MISSRAG+PE ~ 64.21 56.70 64.42 945 891 13.64 1233 539 16.29
Improvement +1.44 +4.92 +2.00 +0.70 +1.53 +3.54 +3.03 +3.15 +2.14

Table 8. Results with additional state-of-the-art MLLMs. Best

results in bold.

C. Qualitative Results

Fig. 4 illustrates sample qualitative results that demonstrate
the effectiveness of our proposed framework in the context
of audio-visual-text sentiment analysis, specifically evalu-
ated on the MOSI dataset [50].

The subfigures in the leftmost column depict three exam-
ples illustrating scenarios where all modalities (i.e., video,
audio, and text) are present. Under these conditions, the
MLLM model successfully interprets the sentiment of the
reference video and provides the correct output. The sub-
figures in the middle column provide examples where one
modality is absent. Specifically, the top example lacks
video input, the middle example lacks audio, and the bot-
tom example lacks the input text. In these cases, the model
struggles to accurately determine sentiment, resulting in
wrong answers. Finally, the subfigures in the rightmost col-
umn demonstrate how our proposed approach (i.e., MIS-
SRAGH+PE) effectively addresses the challenge of missing
modalities. By retrieving an appropriate prototype and em-
ploying a carefully designed prompt, the MLLM is better
equipped to interpret the available inputs, thus mitigating
the effects of the missing modality input.



Default Prompt

A chat between a curious human and an artificial
intelligence assistant. The assistant gives
helpful, detailed, and polite answers to the
human's questions, combining audio, visual and
textual data.

###Human: Input text: HE IS AVERAGE. Given
the class set [Positive, Neutral, Negative] What
is the sentiment of this video?

###Assistant:

(reference audio)

(reference video)

The video is a recording of a woman talking about a
man, and the woman is expressing a positive
sentiment towards him.
CORRECT
ANSWER

Default Prompt

A chat between a curious human and an artificial
i i The assistant gives
helpful, detailed, and polite answers to the
human's questions, combining audio, visual and
textual data.

###Human: Input text: HE IS AVERAGE. Given
the class set [Positive, Neutral, Negative] What
is the sentiment of this video?

###Assistant:

S bbb

(missing video) (reference audio)

The sentiment of the video is negative.

WRONG
ANSWER

MissRAG+PE

A chat between a curious human and an artificial
intelligence assistant. The assistant gives
helpful, detailed, and polite answers to the
human's questions, combining audio, visual and
textual data.

Input Modality Status: Video: Prototipe;
Audio: Present; Input text: Present.

The i receives an approxi visual
data and uses it to generate a response as
accurately as possible.

###Human: Input text: HE IS AVERAGE. Given
the class set [Positive, Neutral, Negative] What
is the sentiment of this video?

#i#H#Assistant:

(retrieved video) (reference audio)
The video is expressing a positive sentiment.

CORRECT
ANSWER

(a) Missing Video Scenario

Default Prompt

A chat between a curious human and an artificial
intelligence assistant. The assistant gives
helpful, detailed, and polite answers to the
human's questions, combining audio, visual and
textual data.

###Human: Input text: BUT | DO NOT TAKE RYAN
REYNOLDS SERIOUSLY FOR SHIT IN THIS
MOVIE. Given the class set [Positive, Neutral,
Negative] What is the sentiment of this video?
#it#Assistant:

(reference audio)

(reference video)

The sentiment of this video is negative, as the
woman is expressing her dislike for the movie "the
proposal" and its star ryan reynolds.
CORRECT
ANSWER

Default Prompt

A chat between a curious human and an artificial
i i i The assistant gives
helpful, detailed, and polite answers to the
human's questions, combining audio, visual and
textual data.

###Human: Input text: BUT | DO NOT TAKE RYAN
REYNOLDS SERIOUSLY FOR SHIT IN THIS
MOVIE. Given the class set [Positive, Neutral,
Negative] What is the sentiment of this video?
#iH#Assistant:

(reference video)

(missing audio)

Based on the video, the girl is talking about a movie
and giving her opinion on it. she is wearing
headphones and seems to be enjoying the movie.
therefore, | would say the sentiment of the video is
positive. WRONG

ANSWER

MissRAG+PE

A chat between a curious human and an artificial
intelligence assistant. The assistant gives
helpful, detailed, and polite answers to the
human's questions, combining audio, visual and
textual data.

Input Modality Status: Video: Present; Audio:
Prototipe; Input text: Present.

The assistant receives an approximate audio
data and uses it to generate a response as
accurately as possible.

###Human: Input text: BUT | DO NOT TAKE RYAN
REYNOLDS SERIOUSLY FOR SHIT IN THIS
MOVIE. Given the class set [Positive, Neutral,
Negative] What is the sentiment of this video?
#iHfAssistant:

(retrieved audio)

(reference video)

The sentiment of this video is negative.

CORRECT
ANSWER

(b) Missing Audio Scenario

Default Prompt

A chat between a curious human and an artificial
intelligence assistant. The assistant gives
helpful, detailed, and polite answers to the
human's questions, combining audio, visual and
textual data.

###Human: Input text: BUT THE ADULTS WERE
THE ADULTS THAT WERE  ACTUALLY
ATTEMPTING TO WATCH IT AND THE PEOPLE
WHO WERE MY AGE AS WELL WERE LIKE WHAT
DID | JUST SEE. Given the class set [Positive,
Neutral, Negative] What is the sentiment of this
video?

###Assistant:

(reference video) (reference audio)

Based on the information provided, it seems that
the video is a recording of a woman speaking in
front of a camera. the video is described as a "rant"
and the woman is seen talking about her feelings.
Therefore, | would say that the sentiment of this

video is negative.
ANSWER

Default Prompt

A chat between a curious human and an artificial
i i i The assistant gives
helpful, detailed, and polite answers to the
human's questions, combining audio, visual and
textual data.

###Human: yGiven the class set [Positive,
Neutral, Negative] What is the sentiment of this
video?

##H#Assistant:

(missing input text)

(reference video) (reference audio)

The video is of a woman giving a speech, and she is
wearing a black shirt. The video is not clear enough
to determine her exact emotions, but based on her
attire, it is likely that she is expressing a positive
sentiment. WRONG
ANSWER

MissRAG+PE

A chat between a curious human and an artificial
intelligence assistant. The assistant gives
helpful, detailed, and polite answers to the
human's questions, combining audio, visual and
textual data.

Input Modality Status: Video: Present; Audio:
Present; Input text: Prototipe.

The assistant receives an approximate input
text data and uses it to generate a response as
accurately as possible.

###Human: Input text:yBECAUSE | JUST GOT
REALLY BORED WITH IT. Given the class set
[Positive, Neutral, Negative] . What is the
sentiment of this video?

###Assistant: (retrieved input text)

i H”“ i \Hw i \“H o \M“ “\N‘
(reference video) (reference audio)

The sentiment of this video is negative.

CORRECT
ANSWER

(c) Missing Text Scenario

Figure 4. Qualitative results on the MOSI dataset [50] evaluated under three missing modality scenarios using OneLLM as underlying
model. From top to bottom, the scenarios are: missing video, missing audio, and missing text. In each scenario, the subfigures are
organized into three columns. The leftmost column depicts the baseline method under the complete scenario; the middle column shows the
baseline method under the missing modality scenario; and the rightmost column illustrates our proposed technique, namely MiSSRAG+PE.
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Table 9. Prompt Engineering (PE) details for all missing modality scenarios and retrieval modes.
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