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1. Supplementary001

1.1. TryOn-Refiner (SD3 version)002
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Figure 1. The pipeline of our SD3-based TryOn-Refiner.

Architecture: In the main part of our paper, we intro-003
duce the SDXL-based TryOn-Refiner. To enable a com-004
prehensive analysis of the performance of the conditional005
rectified-flow-based TryOn Refiner within a transformer ar-006
chitecture, we have also developed an SD3-based TryOn-007
Refiner, as illustrated in Fig. 1. Starting with a coarse im-008
age X1 ∈ R1024×768 and a garment image CgR

1024×1024,009
we first encode these into the latent feature Lcoarse ∈010
R128×96×16and Lg ∈ R128×128×16 using the VAE encoder011
of SD3. These latent features are then processed with a012
2 × 2 patching operation and reshaped into the coarse to-013
ken Tcoarse ∈ Rm×16 and the garment token Tgarment ∈014
Rn×16.015

It is noteworthy that our conditional rectified-flow-based016
TryOn Refiner is initialized from a coarse image; thus, in017
the SD3 version of the network, the original noise token018
has been removed. Moreover, because our TryOn Refiner019
places greater emphasis on visual information and is less020
sensitive to textual information, we have eliminated the021
original text token. So the final input of the attention pro-022
cess is the combination of the coarse token Tcoarse and the023
garment token Tgarment as shown in Fig. 1:024

It is noteworthy that our conditional rectified-flow-based025
TryOn Refiner is initialized with a coarse image. Conse-026
quently, in the SD3 version of the network, the original027
noise token has been removed. Furthermore, as our TryOn028
Refiner places greater emphasis on visual information and029
is less sensitive to textual data, the original text token has030
also been excluded. Therefore, the final input to the atten-031
tion process is a combination of the coarse token Tcoarse032
and the garment token Tgarment, as illustrated in Fig. 1:033

Attention = softmax
(
(Qc, Qg) · cat(Kc,Kg)

T

√
dk

)
· cat(Vc, Vg),

(1)034
where c and g denote the Q/K/V of the coarse image and035
the garment image, respectively. After a series of computa-036
tions, the network ultimately outputs the refined coarse to-037
ken, which we refer to as the refined token. The SD3-based038

Method LPIPS ↓ SSIM ↑ FID ↓ KID ↓
VITON-HD [1] 0.116 0.863 12.13 3.22
HR-VITON [5] 0.097 0.878 12.30 3.82
LaDI-VTON [6] 0.091 0.875 9.31 1.53
GP-VTON [7] 0.083 0.892 9.17 0.93
TryOn-Adapter [8] 0.071 0.894 8.63 0.79
StableVITON [4] 0.084 0.862 9.13 1.20
OOTD [9] 0.071 0.878 8.81 0.82

SDXL-TryOn 0.067 0.885 9.07 0.95
+TryOn-Refiner 0.061 0.895 8.70 0.83

Table 1. Quantitative comparisons of our SD3-based TryOn-
Refiner on the VITON-HD benchmark, where the best and second-
best results are reported in bold and underlined, respectively.

TryOn-Refiner then performs an inverse patch operation on 039
the refined token to obtain the refined latent representation. 040
Finally, this refined latent representation is passed through 041
the VAE-Decoder to generate the final refined image. 042

Comparison with other methods: Table 1 presents the 043
quantitative evaluation results of our SD3-based TryOn- 044
Refiner on the VITON-HD dataset. Firstly, we compare our 045
method (SDXL-TryOn) quantitatively with previous tradi- 046
tional methods on these datasets, including VITON-HD [1], 047
HR-VITON [5], LaDI-VTON [6], GP-VTON [7], TryOn- 048
Adapter [8], OOTD [9], and StableVITON [4]. 049

Based on the experimental results presented in Table 1, 050
we draw the following conclusions: 1) When comparing 051
our SDXL-TryOn with existing try-on methods listed in 052
the table, it does not show significant advantages. This 053
is because SDXL-TryOn acts primarily as a foundational 054
method with a robust baseline (SDXL). 2) Even when built 055
upon a relatively lower-performing try-on model, our SD3- 056
based TryOn-Refiner enhances the refined results to a level 057
nearly reaching state-of-the-art (SOTA) standards. For in- 058
stance, the LPIPS score of 0.061 surpasses all competitors, 059
the SSIM score of 0.895 also outperforms all competitors, 060
and the FID score of 8.70 ranks second only to TryOn- 061
Adapter’s 8.63, despite TryOn-Adapter employing several 062
additional constraints. 063

Visualiation: To better demonstrate the detail enhance- 064
ment capabilities of our SD3-based TryOn-Refiner, we have 065
included a substantial number of visualizations in this sec- 066
tion. 067

As shown in Fig. 5, our SD3-based TryOn-Refiner 068
demonstrates exceptional capabilities in restoring texture 069
details. For example, the top worn by the model in the 070
first row features complex textures around the neckline, 071
which traditional try-on methods fail to represent accurately 072
(Coarse Detail). Notably, our SD3-based TryOn-Refiner 073
successfully restores these details, enhancing customer sat- 074
isfaction during the virtual try-on process. 075

Moreover, Fig. 6 presents visualizations of the text detail 076
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Coarse Image Coarse Detail Refined Detail Coarse Image Coarse Detail Refined Detail

Figure 2. Texture Detail Restoration Visualization of our SD3-based TryOn-Refiner.

Figure 3. Text Detail Restoration Visualization of our SD3-based TryOn-Refiner.

Figure 4. Pattern Detail Restoration Visualization of our SD3-based TryOn-Refiner.

restoration capabilities of the SD3-based TryOn-Refiner.077
Each subfigure comprises three parts: the left side dis-078
plays the try-on results, the top right highlights the coarse079
details from the first-stage try-on method, and the bottom080
right shows the refined details from our TryOn-Refiner. We081

draw the following conclusions: 1) The SD3-based TryOn- 082
Refiner demonstrates strong restoration capabilities for text, 083
effectively restoring even small text, such as the letters 084
”MO” in the first image. 2) However, due to the complex- 085
ity of the text, we note that in some cases—especially when 086
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Figure 5. The qualitative comparison between Diff-Refiner and TryOn-Refiner (Color deviation).

Garment Coarse Image Garment Coarse ImageDiff-Refiner TryOn-Refiner Diff-Refiner TryOn-Refiner

Figure 6. The qualitative comparison between Diff-Refiner and TryOn-Refiner (Background difference).

the text is very small or the reference image’s text is un-087
clear—the TryOn-Refiner may not achieve perfect restora-088
tion. Nevertheless, in these instances, the refined results are089
still significantly clearer and more recognizable than the ini-090
tial try-on results, as shown by the last two examples in the091
second row.092

Finally, Fig. 7 illustrates the pattern detail restoration ca-093
pabilities of the SD3-based TryOn-Refiner. For instance,094
the floral patterns in the first and second columns have been095
beautifully restored. Additionally, in the third example, the096
hand of the cartoon character holding the beer mug has been097
exceptionally well restored.098

1.2. More Qualitative Visualization between Diff- 099
Refiner and TryOn-Refiner. 100

As discussed in our main paper, the diffusion-based re- 101
finement model can restore details similarly to our TryOn- 102
Refiner. However, the diffusion-based model has several 103
drawbacks: 104

1) The diffusion-based refinement model is prone to 105
color discrepancies and the loss of certain original details. 106
As illustrated in Fig. 5, the refined images in row 1 exhibit 107
noticeable color inconsistencies compared to the original 108
images, while the image in row 2, column 2, demonstrates 109
a degradation of details. 110
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Figure 7. The qualitative comparison between Diff-Refiner and TryOn-Refiner (Detail difference).

2) Due to the uncertainty introduced by starting from111
noise during the generation process, the diffusion-based re-112
finement model often results in changes to areas outside the113
intended regions. Fig. 6 presents several such cases: a) In114
the first image, the diffusion-based refinement model mis-115
takenly changes the model’s pants to match the style of the116
top, a significant error that does not occur with our TryOn-117
Refiner. b) In the second image, the model incorrectly in-118
troduces some background information. c) In the third im-119
age, after using the diffusion-based refinement model, the120
red dress the model is wearing exhibits white streaks. d) In121
the last image, the model is mistakenly dressed in an orange122
coat.123

3) In addition to the previously mentioned issues, we124
observed that the diffusion-based refinement model some-125
times alters details, such as the model’s accessories, which126
may lead to user dissatisfaction. Fig. 7 highlights some of127
these instances: a) In the first, second, and fourth images,128
the model’s necklace is missing; b) In the third image, the129
tattoo on the model’s right hand has disappeared.130

However, as illustrated in Fig. 5, Fig. 6, and Fig. 7,131
our TryOn-Refiner does not exhibit issues such as color132
discrepancies, background changes, or alterations in de-133
tails. This demonstrates that the conditional rectified-flow-134
based TryOn-Refiner is more stable and reliable than the135
diffusion-based refinement model.136

1.3. More Comparison.137

We apply TryOn-Refiner to CAT-VTON (FLUX) [3] and138
IDM-VTON [2] for validating the effectiveness of our139
method. We engaged around 5 reviewers to conduct user140
studies on the test set (2032 images) of VITON-HD bench-141
mark. The reviewers were asked to vote on whether the142
refined result is “good”, “same”, or “bad” compared to the143
coarse try-on result. For these two different try-on meth-144
ods, our TryOn-Refiner achieved improvements in 16.4%145

17.8% of the cases, while less than 1% of the cases wors- 146
ened. 147

Method Good Similarity Bad

CAT-VTON (FLUX) 16.4% 82.9% 0.7%
IDM-VTON 17.8% 82.2% 0%

Table 2. A user study of Our TryOn-Refiner Integrated with Other
Methods.

Cloth IDM-VTON Refined CAT-VTON Refined

Figure 8. Comparative Visualization of Our TryOn-Refiner Inte-
grated with Other Methods.
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