PanoSplatt3R: Leveraging Perspective Pretraining for Generalized
Unposed Wide-Baseline Panorama Reconstruction

Supplementary Material

1. Experimental Details

Training Details.

Our model is trained on random pairs of panoramic im-
ages sampled from rendered HM3D video, with frame in-
tervals evenly sampled between 75 and 100. The frame
used for supervision is randomly selected between the two
frames.

We employ the AdamW optimizer [4] for training, with
an initial learning rate of 2 x 107 in the first stage. In the
second stage, the initial learning rate for the backbone is
set to 2 x 1075, while the learning rate for the remaining
Gaussian parameter head is set to 2 x 107%. A warm-up
strategy is applied for both stages over 2k steps. The final
learning rate will decay to 1/10 of the original value.
Dataset Details.

Since the training and test sets of the HM3D dataset [5]
used by Splatter-360 [3] are not publicly available, we fol-
low their dataset generation process using Al-Habitat [6]
to construct our own HM3D training and test sets. Specif-
ically, we render videos along random camera trajectories
and generate panoramic images by stitching six cube maps
for each viewpoint. For other datasets, we directly use the
available off-the-shelf data.

2. Additional Quantitative Comparisons

We conducted additional experiments to assess and com-
pare the models’ extrapolation capabilities. Following the
testing procedure outlined in the main text, we fixed the in-
put frame interval at 100 and randomly selected test frames
from a 50-frame range beyond the two input frames. The re-
sults, presented in Table 1, show that despite all methods be-
ing trained with supervision on frames between the inputs,
our model consistently outperforms others across all met-
rics—except for SSIM on the HM3D dataset. This strong
performance across most metrics indicates that our model
learns more robust spatial representations, enabling more
accurate extrapolation beyond the training distribution.

3. Visualization Results

We provide visual comparisons of synthesized panoramic
images on the HM3D [5] and Replica [7] datasets, show-
casing the performance of different methods. As shown in
Figure | and Figure 2, PanoSplatt3R produces the most vi-
sually consistent and realistic results, with sharper details,
fewer artifacts, and improved structural coherence com-
pared to existing methods.

Table 1. Quantitative comparison in view extrapolation. Meth-
ods are evaluated on the Replica and HM3D datasets.

Dataset Metric MVSplat Splatter-360 PanoSplatt3R
PSNRT  27.188 26.975 29.371
SSIMT  0.895 0.904 0.914
. LPIPS,  0.135 0.123 0.107
Replica [7] -y ‘Rell  0.130 0.095 0.059
RMSE| 0313 0.277 0.176
5 < 1.25% 85.007 90.648 95.414
PSNRT  25.728 24.986 26.306
SSIMT  0.827 0.831 0.822
LPIPS,  0.205 0.193 0.191
HM3D 51 Rel]  0.129 0.136 0.098
RMSE|,  0.339 0.334 0.229
5 < 1.257 85390 86.258 92.526
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Figure 1. Visual comparisons between PanoGRF, MVSplat, Splatter-360 and PanoSplatt3R(ours) on the HM3D dataset.
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Figure 2. Visual comparisons between PanoGRF, MV Splat, Splatter-360 and PanoSplatt3R(ours) on the Replica dataset.
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