From Panels to Prose: Generating Literary Narratives from Comics

Supplementary Material

A. Distinctive contributions of the Magiv3 model

While the main contribution of this work is the pipeline we propose as a whole, along with the dataset annotations which
permit future research and benchmarking, in this section we want to draw attention to the proposed Magiv3 model. Since this
model is built on top of Florence-2 [43], we want to be clear and transparent about how our model is distinctive from prior
works. Tab. 5 provides an overview.

‘ Detection Character Clustering Text - Character Matching OCR Captioning Character Grounding
DASS [36] Characters No No No No No
Magivl [30] Characters, Texts, Panels Yes, using a separate character crop encoder Yes No, uses a separate model No No
Magiv2 [31] Characters, Texts, Panels, Tails ~ Yes, using a separate character crop encoder Yes No, uses a separate model No No
Florence-2 [43] Zero-shot, performs poorly No No Yes, but line-by-line instead of text-blocks  Yes, low quality Not really
Magiv3 [Ours] | Characters, Texts, Panels, Tails Yes Yes Yes No Yes

Table 5. Comparison of Magiv3 with prior works.

The notable advantage of Magiv3 is that it is a unified architecture for many manga-related tasks with a single set of
model weights. Despite being built on top of Florence-2, Magiv3’s abilities are significantly different. For instance, as shown
in Fig. 7, Florence-2 cannot meaningfully ground characters in the given captions. It has no notion of context specific phrase
grounding and ultimately finds “class labels” from the captions and predicts boxes for them. Florence-2 also cannot perform
character clustering or speaker diarisation which Magiv3 can. Conversely, Magiv3 has not been trained to generate captions
due to the high training costs required, while Florence-2 can generate [low quality] captions.

Additionally, Magiv3 can do everything Magivl, Magiv2 etc. can (and more), without needing a separate crop encoder
trained contrastively, or a separate OCR model, or post-processing for ordering. In fact, due to the next token prediction
paradigm, we do not have to tweak any thresholds to filter out low confidence predictions; unlike prior works which use
finicky hyperparameters which are sensitive to near-boundary predictions. As shown in Fig. 8, the optimal threshold for
character detection in Magiv2 tends to either miss predictions or add false positives. In contrast, Magiv3 works much better
and hence has a much higher precision for character detection (as noted in the main paper).

The model is able to handle non-standard grid layouts. For example, in Fig. 8 there is a “non standard” case with a
borderless panel and the layout isn’t a typical grid. In general, the model is extremely robust to various panel arrangements.
We include a few more examples in Fig. 9.

Finally, in terms of generalisation, even though we exclusively train Magiv3 on Japanese comics, it works surprisingly
well on Western comics as well. We include examples of this in Fig. 10, where we show predictions on Western comics from
the Golden Age of Comic Books, which were not part of the training data. Beyond English texts, Magiv3 can still generalize
to a degree—for example, it can successfully predict panels, detect and cluster characters for Chinese/Korean comics etc.
However, it has poor text detection and no OCR performance on these langauges as one might expect.

B. More on character grounding

As mentioned in Sec. 4.2 of the main paper, here we explore an alternative, training-free, and zero-shot method for obtaining
pre-grounded captions for manga panels. In fact this method is leveraged to acquire training data for Magiv3, as alluded to
in Sec. 7 of the main paper. Finally, we discuss the inherent limitations of this technique.

The core idea behind this approach is simple yet effective. First, we detect all characters in a manga page using an
existing model, thereby identifying the bounding boxes of all characters within individual panels. This ensures that the
spatial locations of the characters are already well-defined. Subsequently, inspired by the visual prompting methodology
in [44], we overlay the detected bounding boxes on the panel image and assign each bounding box a unique identifier. The
modified panel, now augmented with visual prompts and unique IDs, is fed into GPT-40-2024-08-06 alongside a carefully
crafted instruction prompt.

In this prompt, we explicitly instruct GPT-40-2024-08-06 to pre-ground the characters by generating captions that include
character-referring phrases in a predefined format that links the overlaid bounding box ID to the character-referring phrase.
This ensures the output is structured and ready for automated parsing. An example is illustrated in Fig. 11. Once GPT-40-
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Figure 7. Florence2 Character Grounding. Florence?2 is trained to perform the caption to phrase grounding task. For this task, the input
to the model is an image, along with its caption, and the model outputs a set of [phrase, bbox] pairs. We visualise these predicted
phrases and the corresponding boxes (right). As noted in the text highlighted in yellow, Florence2 grounds the phrase “The first character”
to two different characters, which is clearly a contradiction. This contradiction is also apparent for the phrase “The second character”. This
shows that Florence2’s caption to phrase grounding ability is only adept at extracting “class labels” from the captions (e.g. character) and
predicting boxes for all locations where this class object appears. This behaviour is inadequate for the character grounding task proposed
in this work where the model should disambiguate character referring phrases based on the context.
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Figure 8. Magiv2 vs Magiv3 character detection and clustering. The predicted character boxes are highlighed in blue. The connected
components formed by the colourful lines show the predicted character clusters. As noted in the text in yellow, Magiv2 can often miss
predictions (grouping multiple characters in a single box) or over predict (predicting multiple boxes for a single character). This issue is
less apparent in Magiv3, while also providing tighter boundaries for characters.

2024-08-06 generates the captions, we parse the output according to the predefined format, extracting the grounded character
annotations. This process allows us to effectively mine character grounding information in a zero-shot manner.

To generate training data for Magiv3, we apply this method to panels from the PopManga dev set. The annotations mined
through this pipeline are then used to train Magiv3.
Limitations: There are a few limitations of this method, which are thus reflected in Magiv3’s abilities. First, there is a
very obvious and significant loss in caption quality, compared to directly asking GPT-40-2024-08-06 to caption the raw panel
image. This is likely because the interleaved brackets are unnatural for typical captions and negatively condition future tokens.
Second, the model struggles in crowded scenes where multiple characters are present in close proximity or overlapping.
Overlaying the bounding boxes on such panels biases GPT-40-2024-08-06’s interpretation by making all characters appear
equally important, even if many are irrelevant. This often leads the model to describe every character in detail, resulting in
verbose and less informative captions. Without the bounding boxes, the model is typically more effective at identifying the
central focus of the panel and ignoring minor or background characters. However, the bounding boxes disrupt this natural
prioritisation, deteriorating the quality of the captions and their utility for training data generation. Additionally, in densely
packed panels with many characters, GPT-40-2024-08-06 struggles to resolve ambiguities, leading to incorrect IDs matched
to referring phrases. Finally, GPT-40-2024-08-06 occasionally fails to adhere to the predefined output format, resulting in
parsing errors and necessitating manual intervention or re-computation. These issues collectively make this approach both
noisy and resource-intensive, particularly when scaling to larger datasets.



Figure 10. Magiv3’s predictions on Western Comics. The predicted panels bboxes are in green, characters in blue, text boxes in red
and speech bubble tails in purple. The character clusters are shown using lines connecting different characters (colour-coded to visualise
connected components), the text-character associations are shown using dashed red lines and text-tail associations are shown using dashed

purple lines. Images taken from [16].
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Pre-Grounded Caption

The scene is set in what appears to be an urban
alleyway with a brick wall in the background. (A
character)[1] with medium-length hair is
depicted sitting on the ground. (He)[1] is
wearing a long-sleeve shirt and pants, and
(his)[1] facial expression is contemplative. Next

to (him)[1] is a dark round object, possibly a ball,

and a small trash can. (Another character)[2]
stands nearby, (his)[2] posture is relaxed with
one hand resting on (his)[2] hip. (He)[2] has
short hair and is dressed in a jacket and pants.
The atmosphere suggests a casual or reflective
moment between (the characters)[1,2].

Normal Caption (without using overlaid boxes)

The image depicts a manga-style scene featuring two
characters in a dimly lit environment, likely a cell or
small room with stone walls. The character on the left
has medium-length hair and is wearing a loose outfit
with long sleeves, sitting on the floor, leaning slightly
forward, seemingly engaged in conversation. The
character on the right is barefoot, with longer hair,
and dressed in a simple, light-colored shirt and dark
pants. This character is seated cross-legged next to
a ball and chain, suggesting they might be imprisoned.
In between them, a candle is lit, casting light and
shadows around the room. The overall atmosphere is
intimate and somewhat somber.

Figure 11. Pre-Grounded Captions. GPT-40-2024-08-06 is provided with a panel image that has character bounding boxes overlaid. The
model is then instructed to caption the image, while outputting any character-referring phrases in ( phrase ) [ ID ] format. Note
that while the characters have been successfully grounded in the predicted caption (left), the quality of this caption is significantly inferior
when compared to the normal caption (right) which is obtained without overlaying the boxes. Image: Belmondo by Ishioka Shouei.



C. More on PopCaptions

As discussed in the main paper, PopCaptions is a novel dataset of 3,374 captioned manga panels, drawn from 15 randomly
selected chapters of the PopManga test set [30] spanning 694 manga pages. Additionally for each of these pages, we provide
the overall ground truth story.

The captioning was performed as a two-step annotation process to ensure quality in panel descriptions and character
identification. Initially, captions were generated using gpt-4o, offering a solid foundation of scene, character, and emotion
descriptions, though these Al-generated captions often contained errors, embellishments, and occasional inconsistencies,
especially regarding character actions and emotions.

To refine these captions, a team of four annotators reviewed and edited each one, correcting misinterpretations, removing
inaccuracies, and enhancing clarity in character references. Annotators also selected character-referencing phrases and drew
bounding boxes around corresponding characters in each panel, linking text descriptions to visual elements. This detailed
manual process took approximately 3 minutes per panel, totaling over 10,000 minutes across 3,374 panels, ensuring a high-
quality final dataset.

To obtain the page-level stories, we utilised the same pipeline proposed in this paper i.e. zero-shot prompting of an LLM,
except all the information provided in the prompt was ground truth (annotated by humans) and therefore the LLM was only
required to compile this information into a prose format. Specifically, we construct a prompt (detailed in Appendix D below)
using human annotated captions, human annotated transcripts with ground truth character names, and instruct Deepseek-
R1 [12] to generate the story. We then randomly sampled a subset of these for manual quality assurance and found the
generated stories to be of high quality.

D. More on prompts

In this paper, we employed several prompts tailored to different tasks, such as prose generation (Sec. 5.2 of the main paper)
and evaluation using language model judges (Sec. 7.3 of the main paper). These prompts were crucial for guiding the LLMs
to produce outputs aligned with our objectives.

We do not claim that our prompts are optimal. The process of prompt design allows for a degree of artistic variation, and the
vast space of possible prompts makes exhaustive ablation infeasible. Additionally, evaluating all variations is computationally
and financially expensive. Despite this, we document the exact prompts we used to maintain transparency and reproducibility.

D.1. Prompt for prose generation

I have a series of manga panel descriptions and dialogues.
Panel 1

Description: {caption}
Dialogues: {transcript}

Panel 2

Description: {caption}

Dialogues: {transcript}
Panel N
Description: {caption}

Dialogues: {transcript}

I want you to write a summary so that a blind or visually impaired person can understand the story.
Make sure to stick to the provided details. All these panels belong to the same page so make sure
your narrative is coherent. The format of the narrative should be a prose.




D.2. Prompt for LLM judges

You are trying to tell if a candidate caption/prose is describing the same image as a reference caption/prose.
Given the following rubric, I want you to give me a score on a scale from 1-5.

### Rubric for Evaluating Manga Panel Descriptions (1-5 Scale)

1. x*xSeverely Inaccurate (1) :xx*
- The predicted caption/prose is mostly unrelated to the reference. Key elements are either missing or
incorrectly presented, and there are major contradictions that obscure the intended context.

2. xxSomewhat Off-Base (2):*x
- The predicted caption/prose captures some correct ideas but overlooks many crucial details. Major inaccuracies
exist, such as incorrect character features or setting descriptions. The overall theme may slightly resemble
the reference but lacks precision.

3. *xPartially Accurate (3) :x%*
- The predicted caption/prose includes several recognizable aspects of the reference but has important
inaccuracies. While it conveys the general idea, significant details about multiple
features like characters, actions, or settings may be misrepresented.

4. xxMostly Accurate (4):xx*
- The predicted caption/prose captures most key elements of the reference accurately. Minor inaccuracies are
permissible as long as they do not significantly alter the overall understanding. Additional thematic elements
or details may be present if they enhance the scene without conflicting with its primary depiction.

5. xxHighly Accurate (5):xx*
- The predicted caption/prose is nearly identical to the reference in both content and context. It seamlessly
captures every detail, and any enhancements serve only to enrich the description without deviating from
the original meaning.

Predicted caption/prose:

{}

Reference caption/prose:

{}

Instructions:

Output your response in a json with a key "judgement" that contains your analysis of the predicted caption/prose
and a key "score" between 1 and 5 (decimal is allowed) that contains your score.

E. Can’t industry-grade VLM models do it End-to-End?

An inquisitive reader might wonder: can’t GPT-40, Gemini etc. handle the entire task end-to-end? For instance, could we
simply input a manga page and have the model generate a complete description of the story? This is a very reasonable
question, and while the answer is “not quite”, the possibility may not be far off in the future.

To illustrate, consider an example in Fig. 12, where GPT-40-2024-08-06 is tasked with describing the story directly
from a manga page. At first glance, the output may seem satisfactory; however, upon closer inspection, certain obvious
issues emerge, as highlighted in the figure. Such challenges highlight the limitations of current models in understanding and
conveying the full depth of manga storytelling in a single pass. Furthermore, the chosen example is relatively simple on
purpose, featuring minimal action or chaotic elements. Instead, consider the example in Fig. 13, where the scene is more
complex. We observe that these industrial-grade models do not currently possess the ability to re-identify characters across
panels and struggle with narrative continuity.

This is where a step-by-step approach offers distinct advantages. By decomposing the problem, we can incorporate prior
knowledge about manga, such as panel reading order or cultural conventions, as well as external resources like a predefined
character bank. These inputs allow us to spoon-feed critical details to large models, reducing the likelihood of errors and
enabling them to perform at their best. In this sense, we do not view ourselves as competitors to these models but rather as
collaborators, integrating them into our pipeline to enhance their output.

Looking ahead, we can envision a future where such models are significantly improved by leveraging data generated from
our approach. By using annotations mined through our pipeline, it may become possible to refine these models to better
understand complex storytelling formats like manga. Thus, rather than striving for direct replacement, our method serves as
a stepping stone toward more capable and reliable Al systems for manga understanding.



In asimple setting, Rito stands behind a railing,
visibly worried, with a bead of sweat on their
cheek. Their urgent call, "Hisoka-Senseil" rings
out, capturing the tension in the air. Meanwhile,
Hisoka, a young man with spiky dark hair, is
crouched on the ground. He wears a striped
sweater under a dark jacket, exuding a casual,
curious demeanor. Startled by Rito's
interruption, he looks up in surprise and asks,
"Eh? What is it?" Nearby, a small cat, with an
exaggeratedly unimpressed expression, seemingly
senses the commotion. Its simple appearance
emphasizes its disgruntled mood.

The setting shifts to a shaded outdoor scene nment,
where Rito descends a flight of stairs hurriedly. c ?

They find Hisoka sitting cgalmly on the ground. Y ST
Rito's concern is palpable as they demand, "What L

are you doing here?!" Yet, Hisoka, composed,
reassures, "Don't be afraid. She's not a bad
person.” This exchange hints at an unexpected
but non-threatening encounter.

Rito, still anxious, questions Hisoka's priorities,
reminding him, “Senseil Why are you playing with
a cat here? Class has already started!" Their
urgency is clear, as Rito stands in a school
uniform, suggesting responsibility and concern
for time.

aying, “Just wait a
From a perspective behind Hisoka, he pauses to
Justify his actions. He explains with earnestness,
"Just wait a sec! He was injured badly, luckily he
survived! What's wrong with feeding him
something?" His compassion for the small
creature reveals a tender side, momentarily
postponing his duties, driven by empathy for the
injured cat.
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Figure 13. Another example of End-to-End. Ignoring the style of the output, it is apparent that GPT-40-2024-08-06 is not proficient at
clustering characters across panels, and thus struggles with narrative continuity. Additionally, despite the instruction to follow top-bottom,
right-to-left, reading order, the model fails to do so. Image: ©HanzaiKousyouninMinegishiEitarou, Kii Takashi.



F. Alternative narrative formats

While we chose prose as the primary format to describe manga for visually impaired readers, it is important to note that this
choice is arbitrary. The flexibility of leveraging LLMs to generate the final output lies in their ability to adapt to alternative
narrative formats, tailored to different audiences or purposes. For instance, as demonstrated in Fig. 14, we explore various
narrative formats beyond prose. These include a children’s storybook format, which simplifies complex manga stories and
makes them accessible to younger audiences. Such outputs can also incorporate age-appropriate content moderation, ensuring
suitability for children. Additionally, we experiment with generating poetic descriptions, offering a creative and entertaining
way to reimagine manga narratives.

Another compelling format is the script, designed to assist animators or film directors in adapting manga into video
formats. Scripts can serve as a bridge between static visual storytelling and dynamic visual media, providing structured
dialogue, scene descriptions, and action cues.

These examples highlight the versatility of LLMs in generating tailored narrative formats. By aligning the output format
with the needs of specific audiences or applications, this approach demonstrates the potential of Al-driven storytelling to go
beyond accessibility, offering innovative ways to reimagine manga for diverse contexts.

Prose

In a bustling schoolyard, the imposing facade of a grand,
multi-story building overlooks students milling about.
The scene is dynamic and lively, surrounded by tall, leafy
trees, indicating an academic setting teeming with
youthful energy. There is a palpable air of urgency as
Someone exclaims, “Shin'ichirou Morisakit"

Tnside the school's courtyard, a teacher is visibly
exasperated, wearing a long, buttoned coat and gripping
 wooden practice sword. Her frustration is directed af
the absent Shin'ichirou Morisaki, whose habitual
tardiness is a source of embarrassment. “So late! Every
time I'm in charge, you disgrace me with your fruancy."
she admonishes sternly. Beside her, the student council
president, sporting playful pigtails and a light jacket,
watches with a smirk as the teacher demands penitence
on behalf of their group: “You had better beg for
forgiveness from me and the rest of the student
counsel

Suddenly, a stir breaks the routine as a voice from
Somewhere nearby announces, “The back gatel
Shin'ichirou Morisaki is entering through the BACK
gatel" The feacher, now startled, queries incredulously,
*What>" Meanwhile, the studenf council president
confirms the change in direction with surprise, "He's
coming from the backl” The school courtyard is now
abuzz with this unexpected turn, illustrating the sense
of movement and urgency that has captivated everyone

Children's Storybook

Once upon a time, in a big school with many windows
and tall trees ouside, there was a teacher with short
dark hair who looked a little surprised or excited.
This teacher was calling out a name, “Shin'ichirou
Morisakil” because she was looking for a student.

In the next scene, the teacher, wearing a long coat
and holding a stick like they use in martial arts, was
talking o another student, the Student Council
President. This student had fun pigtails with ribbons
and was wearing a light jacket while standing with
arms crossed. The feacher was a bif upsef because
Shin'ichirou was late again, and she reminded him he
needed to say sorry for disappointing her and the
rest of the student council.

Then, in the final scene, the Student Council
President, who was wearing a school uniform, noticed
something surprising by the gate. The feacher
'seemed startled too! Someone said, “The back gate!
Shin'ichirou Moriisaki is entering through the BACK
gate!” The teacher was shocked and said, "What!?"
because Shin'ichirou was coming in from a different
entrance than usual. That was the end of the scene
for now, with everyone wondering what Shin'ichirou
was up tol

Poem

In the vast expanse of school ahead,

Astructure grand, where students fread.

Trees whisper secrets to the breeze,

While a teacher stands, caught by surprise with ease.

“Shin'ichirou Moriisakit” she calls with might,
Her voice echoes through the morning light.
A scolding mixed with care and despair,

As she watches over the students there.

In the next scene, two figures hold sway,

The teacher, stern, with a shinai displayed.
Beside her, the President with ribbons in hair,
Crossing her arms in the Soft morning air

“You're late again!" the teacher does chide,
“Beg for pardon, set your pride aside.

The council awaits, your excuses will fray,
For you disgrace me with your truant display."

Then a twist, as both gaze towards fate,

The President startled by the school gate.

A voice dlerts them to a hidden route,

“He's entering the back gatel* comes the shout.

Confusion and surprise like a wave do break,
“What?!" the teacher gasps, in a hurried infake.
The story unfolds in a day's early track,

As Shin'ichirou navigates the path at the back.
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Figure 14. Illustration of various possible output formats. Image: ©Arisa, Yagami Ken.

G. Copyright and research on comics

As Al-driven research on comics becomes increasingly prevalent, it is crucial to consider the ethical implications, particularly
regarding copyright and fair use. Copyright laws differ across jurisdictions, requiring researchers to carefully assess the legal
frameworks governing the use of comic images in their respective countries. In our research, we utilise images scraped from
the web, which is legally permitted for non-commercial academic research purposes in our country, aligning with practices
used in large-scale datasets such as LAION and KITTI. However, to ensure ethical integrity and respect for creators’ rights,
all images included in this manuscript are from Mangal09 [2] where explicit permission is granted by the authors for use in
publications. Researchers in this field should remain vigilant in navigating both legal and ethical considerations to promote
responsible Al-driven scholarship on comics.

H. Examples of LLLM scoring

In this section we provide some examples of reference prose, prose generated using our pipeline, and how the LLM judges
critique the predictions.
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