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Appendix

This appendix is organized as follows:

* Limitation and Future Work (Section [A).

* Broader Impacts (Section [B].

* Data Collection of the MTV-Test Set (Section [C).

* Details of the Transformation Function (Section D).

* Visualization of the View-Semantics Disentanglement
(Section[E).

* Further Discussions (Section[F).

* Consent Form for the Data Recording (Section[G).

A. Limitation and Future Work

Inaccurate pose estimation. CMVSR leverages the 3D
pose information for data augmentation and further training.
However, the accuracy of estimating 3D poses from RGB
data remains limited. This shows a challenge in achieving
high-quality pose estimation, which can affect the overall
performance of the model. Thus, improving the accuracy
of 3D pose estimation is a key point. We aim to explore
advanced 3D pose estimation models [3} [13]] for higher-
quality 3D pose data, which will be crucial to achieve better
performance in the sign language recognition task.

Focus on isolated sign language recognition. CMVSR
aims to solve the cross-view isolated sign language recog-
nition task, which limits its applicable range in real-world
scenarios. Isolated signs are relatively easier to classify,
while continuous sign language recognition (CSLR)
and sign language translation (SLT) [6] [8] present greater
challenges. In the future, we aim to expand our approach
to these tasks, which requires the model to better handle
temporal transitions and the gaps between adjacent signs. By
addressing these challenges, we aim to improve the practi-
cality and robustness of sign language systems in real-world
applications.

Focus on Australian sign language. CM VSR is trained on
the MM-WLAuslan [7] dataset and tested on it along with
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(b) Daily Communication

Figure 1. Sign language presentation from different viewpoints.
(a) Various audience-visible views in public speeches or perfor-
mances. (b) Side views due to seating and group interactions in
daily communication.

the expanded MTV-Test set, where all samples belong to
Auslan. Due to the lack of cross-view data in other sign
language datasets, the performance of our method has not
been tested on other sign languages [2, [3]]. In the future, we
hope to further expand the test set based on existing sign
language datasets and demonstrate the effectiveness of our
method in multiple sign languages.

B. Broader Impacts

Sign language is not only a communication tool for the
deaf, but also a crucial part of cultural identity [9, [11]]. It
enables the deaf to express and communicate effectively
through unique gestures and body language, overcoming
language barriers and offering equal opportunities to engage
with other social groups. As a sign language recognition
model, CMVSR is conducive to the social integration and
mental well-being of the deaf community. Cross-view sign
language recognition [[10] overcomes the limitations of tra-
ditional sign language recognition, which relies on a single
frontal viewpoint. However, as shown in Figure[] it is im-



Table 1. Overview of the MTV-Test set.

Number of Signers 36
Proportion of Gender M /F) | 15/21
Number of Backgrounds ‘ 30
Number of Phone Types 12
Number of Webcam Types 18

possible to ensure that everyone is directly in front of the
signer in situations such as public speaking. Similarly, in
daily communication, it is common that people view signers
from different viewpoints. By learning from multi-view data,
CMVSR can solve the problem of misinterpretation caused
by different capture perspectives and significantly improve
the accuracy of recognition. This model is more adaptable
to the dynamic perspectives of interaction in real life, espe-
cially in complex social environments, ensuring clearer sign
language expression and thereby enhancing communication
and quality of life among the deaf community.

C. Data Collection of the MTV-Test Set

To enhance the diversity of test set, we introduce the MTV-
Test set based on the MM-WLAuslan dataset.

Data Source. The recorded videos of the multi-view test
set (MTV-Test) are collected through custom recordings of
phones and webcams. The recording process uses 12 types
of phones and 18 types of webcams. As shown in Table [T}
the dataset includes 36 signers, 3,215 glosses, and 30 real-
world backgrounds, ensuring the diversity and wide range of
sign language gestures.

Recording Viewpoint. The recorded video data in MTV-
Test includes four distinct shooting viewpoints: up, down,
left, and right. The specific parameters of each camera
position are unknown, which makes the viewpoints random
and diverse, and helps capture a wider range of sign language
expressions.

Recording Background. The background of MTV-Test set
is composed of randomly selected real-world scenes. In ad-
dition, the lighting conditions for the recordings vary, which
means that each signer will experience different lighting
changes. This adds diversity to the sign language dataset for
real-world applications.

D. Details of the Transformation Function

To synthesize multi-view representations, we apply the oper-
ation T (-), which consists of a rotation in 3D space followed
by a perspective projection onto the 2D plane. Given an ini-
tial set of 3D keypoints P3p € RX*3, the rotated keypoints
P, are obtained through:

Pip = R(0,)R(6,)Psp, (1)

(b)

Figure 2. Disentanglement visualization. (a) RGB videos from
the test set. (b) 2D poses corresponding to RGB videos. (c) Top-1
retrieval from the training set.

where R(6,) and R(§,) are the rotation matrices defined as:

(1 0 0

R.(0;)= |0 cosf, —sinb,|, 2)
|0 sinf, cosf, |
[ cos 0, 0 sin Oy_

R,0,)=| 0 1 0 |. 3)
| —sinf, 0 cosf,|

Then, we apply the composite transformation:

cosf, sinf,sinf, cosb,sind,
R(0,)R(8,) = 0 cos O, —sind,
—sind, sinf,cosf, cosf,cosb,

“4)

After rotation, the transformed keypoints Pj, are pro-

jected onto the 2D plane using a standard pinhole camera
model. The projection is defined as:

Psp = (5)

where P3p,  is the depth component. Finally, we apply the
camera intrinsic matrix & and obtain the 2D coordinates
P2D:

fz 0 cz B
K=1{0 f, ¢|, Pp=KPsp. (6)
0O 0 1

E. Visualization of the View-Semantics Disen-
tanglement

To evaluate the effectiveness of the proposed View-
Semantics Disentanglement module, we visualize its dis-
entanglement capability in Figure[2] The first row displays
representative RGB video clips sampled from the test set,



Figure 3. Cross-view synthesis comparison. From left to
right: the reference frame, the result of the RGB-based genera-
tor CogVideoX-5B, and that of our skeleton-based synthesis.
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Table 2. Training time and memory usage of different models.

Model ‘ Time ‘ Memory

KVNet-V/K [15] 48 h (A100) 23.5K MB
DSTA-SLR [4] 3.5 h (RTX 3090) 39K MB
CMVSR (Ours) 14.5h (RTX 3090) | 42K MB

and the second row shows the corresponding 2D skeletal
poses. Each 2D pose is embedded into a shared latent space,
from which our model disentangles a view feature T, and a
semantic feature 7.

To assess disentanglement, we compute the cosine simi-
larity between the view feature T, of a test sample and all
view features in the training set. Then, for each test pose, we
retrieve the most similar training samples based on either the
view feature or the semantic feature. The retrieved results
are presented in the third row of Figure[2] intuitively illus-
trating that 7" primarily captures view information while 7"
captures semantic information.

F. Further Discussions

Comparisons between RGB and skeleton-based synthesis:
In order to synthesize cross-view data, CV-ISLR needs to per-
form out-of-plane rotations on the signer’s video. Existing
RGB-based generative models (i.e., CogVideoX [12]) strug-
gle to follow such geometric constraints and preserve image
details (as shown in Figure[3)). Therefore, direct augmenta-
tion in the RGB domain may introduce large distortion in
synthesized videos, thus degrading CV-ISLR performance.

Training time and memory usage: We report the training
time and memory usage of all models on a single GPU, with
a batch size of 8 and epochs of 50 in Table[2}

G. Consent Form for the Data Recording

Due to the inclusion of facial information in our dataset, we
obtain consent from volunteers and let them sign the consent
form depicted in Figure [d] before recording data. We do not
release personal identification information such as name,
age, occupation, or indication of whether an individual is
deaf or hard of hearing. It is worth noting that our dataset is

strictly for academic purposes only and cannot be used for
commercial purposes.
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Dear Participant,

application of Auslan.

Mode of Participation:

and hand gestures.

Privacy and Data Use:

Consent Details:

consequences.

e Name:

e Email:

e Signature:
e Date:

We greatly appreciate your participation and support!

Contact Person: [Name of Coordinator]
Email: [Coordinator’s Email]
Phone: [Coordinator’s Phone]

Consent Form for Recording of the Australian Sign Language Dataset

Hello! We are a team dedicated to the research of sign language. We are conducting an academic project aimed at
recording and analyzing Australian Sign Language (Auslan). We invite you to participate in this project. The purpose
of this project is to facilitate the learning and dissemination of sign language and to enhance understanding and

You will be recorded while using Auslan for communication. These recordings may include your facial expressions

We commit to using the recorded data solely for academic research purposes and not for any commercial use. All data
will be anonymized to ensure the security of your personal information. The video material may be presented at
academic conferences, in research papers, or educational courses.

I have read and understood the information about the research described above.
I agree to participate in the video recordings of Australian Sign Language.
3. I understand that my participation is voluntary, and I can withdraw at any time without any adverse

4. Tagree that my facial expressions and hand gestures may be recorded and used for academic research.

Please fill out the following information and sign below to indicate your consent to participate:

Should you have any questions or require further information, please contact us at:

Figure 4. Consent form for the data recording.
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