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Figure 1. Visualizations of different action levels in Dense Process.

1. Dense Process

In this section, we provide visualizations during the differ-
ent levels of Dense Process as shown in Fig. 1. Although
supervision is only applied at the densest action level, the
visualization reveals a clear coarse-to-fine and latent-to-
explicit process within the dense process.

We also found that introducing supervision in each
dense process level may let policy performs worse. Fac-
tually, early supervision channels policy’s attention in high-
frequency actions representations. Although this makes the
model’s early predictions more consistent with the corre-
sponding time domain results of the ground truth, it is diffi-
cult to learn the overall trend of the action in the frequency
domain, which makes it difficult for the early dense process
reasoning to play a good exploratory role in global reason-
ing. As shown in Fig. 1, the early sparse action represen-
tations tend not to strictly correspond to their actions at the
final sequence timestep, but rather tend to model the key
transition actions in the sequence.

This is an interesting finding, which clearly shows that
the dense policy is slightly different from the diffusion-
based policies [1, 4]: in the inference phase, it explic-
itly models the interdependence of the sequence instead of

making an overall distance prediction for each inference
step [2].

What makes us even more excited is that this kind of
sequence modeling not only reflects the time domain cor-
relation of the sequence, but also reflects the frequency do-
main characteristics from low-frequency prediction to high-
frequency prediction and from sparse key transition actions
to complete trajectories. This makes us look forward to ex-
ploring whether dense policy can draw on the experience of
frequency domain analysis [3] to complete more accurate
sequence modeling in the future.
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