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This supplement adds more details about the Image Sig-
nal Processing (ISP) pipeline, the implementation details,
more supplementary experiments and text information vi-
sualization to further complement the manuscript.

A. Image Signal Processing Pipeline

The hardware ISP consists of a series of image processing
modules. These modules process in sequence to further op-
timize the image. We show the typical stages included in
the synthetic (simulated) ISP:

(1) Optics and Sensor: The optical system directs incom-
ing light onto the image sensor, which captures the scene
and produces RAW images in Bayer format. The sensitivity
and dynamic range of sensor play a crucial role in determin-
ing the quality of the captured image.

(2) Noise Reduction: Noise, often modeled as a random
variation with zero mean, degrades image quality. Denois-
ing [14] techniques help suppress unwanted noise but may
also blur fine details, requiring a balance between noise re-
moval and preserving image sharpness.

(3) White Balance: RAW pixel values undergo color cor-
rection and gain adjustments using predefined white balance
[7] matrices for standard illuminations or dynamically esti-
mated lighting conditions. It ensures color consistency and
accuracy across different lighting environments.

(4) Demosaicking: Since Bayer sensors capture only
one color per pixel, demosaicking [2] algorithms interpo-
late missing color values to reconstruct a full RGB image.
Effective interpolation techniques are crucial for minimiz-
ing artifacts such as color fringing and moiré patterns.

(5) Color Space Transformation [12]: White-balanced
RAW-RGB values are mapped to the standardized CIE
XYZ color space using a 3x3 transformation matrix. This
step ensures color fidelity and facilitates further color pro-
cessing and rendering.

(6) Sharpening: Edge detection techniques identify sig-
nificant structures in the image, and specialized filters en-
hance edge contrast to improve perceived sharpness. Proper
sharpening [6] improves detail visibility but must be care-

fully tuned to avoid over-enhancement artifacts.

(7) Color and Tone Correction [8]: The image’s over-
all appearance is refined by applying gamma correction and
contrast adjustments. Histogram-based techniques help op-
timize brightness and tonal distribution, ensuring a visually
appealing result.

The main modules of the synthetic ISP are as shown
above. Qualcomm Spectra 580 ISP is a commercial ISP.
In this paper, we mainly optimize its 114 ISP hyperparame-
ters for IQA. Its processing stage includes noise reduction,
OpticalFlow, sharpening, etc. Considering its commercial
and special nature, we will not introduce each processing
module in detail.

B. Implementation Details

B.1. Evaluation Metrics

We give a detailed introduction to the evaluation metrics of
the downstream tasks involved in the manuscript, including
mAP, SSIM, PSNR, etc.

B.1.1. mean Average Precision (mAP)

mAP is a common evaluation metric for object detection
and segmentation tasks. It calculates the average precision
(AP) for each class and then takes the mean over all classes.
The precision-recall curve is used to compute AP, and dif-
ferent IoU thresholds (e.g., mAP0.5, mAP0.75) can be used
to evaluate the model’s performance at different levels of
localization accuracy. The formula is as follows:
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Table 2. Comparison of results on object detection between models trained on instance segmentation and models trained on object detection.

Method Model (Instance Segmentation) Model (Object Detection)
ethods
mAP@0.5 mAP@0.75 mAP@0.5:0.95 | mAP@0.5 mAP@0.75 mAP@0.5:0.95
YOLOV3 [10] 0.617 0.435 0.421 0.653 0.482 0.454
YOLOVS5 [5] 0.634 0.467 0.435 0.668 0.509 0.480
YOLOVS [13] 0.641 0.493 0.459 0.675 0.536 0.513
* mAP: B.2. Experiment Settings
N
mAP — = > AP, (4)  Our method is trained on four NVIDIA GeForce RTX 3090
N i=1 GPUs. The batch size is set to 4. The agent is trained using

where NV is the number of classes, and AP; is the average
precision for the ¢-th class.

B.1.2. Structural Similarity Index Measure (SSIM)

SSIM [4] is a metric in Image Quality Assessment (IQA)
to measure the similarity between two images. It considers
luminance, contrast, and structure to provide a perceptual
quality score. SSIM values range from —1 to 1, where 1
indicates perfect similarity. The SSIM is defined as:

e SSIM:
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where (1, and p,, are the mean intensities of images x and
Y, 0926 and 05 are their variances, and o, is the covariance
between x and y. The constants C'; and C5 are used to
stabilize the division.

B.1.3. Peak Signal-to-Noise Ratio (PSNR)

PSNR [11] is a metric used to measure the quality of re-
constructed or compressed images compared to the original
image. It is based on the Mean Squared Error (MSE) [ 1] be-
tween the two images. Higher PSNR values indicate better
quality. The formulation is as follows:

* MSE:

1 M N
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where M and N are the dimensions of the image, and
x(t,7) and y(i, j) are the pixel values of the original and
reconstructed images, respectively.

* PSNR:

)
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PSNR = 10 - log, (MSEI) :

where MAX is the maximum possible pixel value.

the Adam optimizer with a learning rate of 10~°. Our mod-
els are trained about 10,000 iterations in object detection
and instance segmentation, about 5,000 iterations in IQA.
After that, we iterate 5,000 times on each task using our pro-
posed dynamic pair generation refinement strategy based on
DPO to obtain the final results. The values of some hyper-
parameters in our method are as follows: The discount fac-
tor 7y is set to 0.99. The clipping parameter € is set to 0.2.
The hyperparameter 7 that controls the DPO loss and strat-
egy optimization loss is set to 0.1. The hyperparameter 3
that controls the sensitivity of preference score differences
issetto 1.

C. Supplementary Experiments

C.1. Ablation study on downstream task models
(Instance Segmentation)

For instance segmentation, we also conduct experiments
based on different downstream pretrained models. For a fair
comparison with other approaches, we adopt the same pre-
trained Mask R-CNN model [3] as the instance segmenta-
tion tool. Additionally, we test our results using pre-trained
SOLO [15] model. The experimental results are shown in
Table 1. The results based on SOLO outperforms those of
the Mask R-CNN model. The experiment demonstrates that
the performance of different pre-trained downstream mod-
els has a significant impact on the final results.

Table 1. Ablation studies for downstream task models on instance
segmentation.

Methods mAP0.5 mAP0.75 mAP0.5:0.95
Mask R-CNN [3] 0.632 0.401 0.373
SOLO [15] 0.653 0.426 0.401
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Figure 1. Text visualization based on image semantics generated by MLLMs. The left column is the image information, and the three

columns on the right are text descriptions generated based on different MLLMs.

The overall clarity of this image is
very low. The main subject, the
chair, has lost most of its texture
details. The background is blurry.

The overall image quality is
average. The table, chairs, and
plants can be seen, and it is a
well-composed image.

The image has moderate sharpness.
The noise is present but not
extreme. It is somewhat dark,
which could reduce visibility.

The main subject, the flower,
retains most of its texture details.
The background wall is slightly

The overall scene appears to be
well-lit. The quality of the image is
good, as it captures the beauty and
details of the flowers and vase.
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Figure 2. Text visualization based on low-level image quality by MLLMs. The left column is the image information, and the three columns
on the right are text descriptions generated based on different MLLMs.

C.2. Verification of the generalization of the model
in different tasks

To demonstrate the generalization of our method to other
tasks, we also test results in the object detection using test
images generated by the instance segmentation model. It
should be noted that this model is an ISP hyperparameter
optimization model based on instance segmentation trained
on the synthetic COCO dataset using the pre-trained Mask-
RCNN Segmenter. The experimental results are shown in
Table 2. Although the detection results of images gener-

ated by the instance segmentation model are not as good as
those generated by the detection model, they still outper-
form some other methods. It indicates the generalization
and effectiveness of our model in optimizing ISP.

C.3. Visualization and analysis of text descriptions
based on different tasks

C.3.1. Text description based on image semantics

To further compare the differences in text descriptions
generated by different multimodal large language models



(MLLMs), we output the text content during the hyperpa-
rameter optimization process. The results are shown in Fig-
ure 1. It presents the text content generated by different
models regarding image semantics in high-level vision tasks
(i.e., object detection and instance segmentation). The text
generated by Llava-7B [16] focuses more on the instances
present in both the foreground and background of the im-
age. In contrast, the text generated by mPLUG-Owl-2 [16]
and GPT-4V [9] pays more attention to the main characters
or objects in the image and their details. For example, when
describing the man in the first image, they include details
such as his green T-shirt and dark pants. Since object de-
tection and instance segmentation tasks focus more on the
overall object rather than specific details, the experimental
results in the main manuscript show that the text generated
by the Llava-7B performs better.

C.3.2. Text description based on the low-level quality of
the image

In addition to comparing the text descriptions of image se-
mantics generated for the detection and segmentation tasks,
we also present the text descriptions generated by different
models regarding low-level image quality in IQA task. The
results are shown in Figure 2. The low-level image qual-
ity descriptions generated by Llava-7B are more consistent
with the actual quality of the images. In contrast, mPLUG-
Owl-2 and GPT-4V struggle to distinguish between images
with severe blurring and noise. For example, the first image
has poor sharpness and contains a large number of blurry
areas. However, these models rated the image quality as av-
erage, with moderate sharpness. The inconsistency between
the generated text and the actual image quality may have a
certain impact on the final experimental results.

C.4. Additional analysis on DPGM

Experiments show that the two agents produce different ac-
tions for the same input during the fine-tuning stage. These
agents are frozen at this stage. To verify the differences and
effectiveness of the outputs from two agents, we test their
outputs with 1,000 images for detection and segmentation
tasks, and 100 images for IQA, measuring which model’s
generated images performed better. The results are shown
in Table 3, which indicates that the different actions pro-
duced by two agents for the same image lead to various per-
formance. The fine-tuning process facilitates the model to
integrate these strengths and achieve further optimization.

Table 3. Number of superior images produced by agents.

Detection Segmentation IQA
Agent A 236 371 61
Agent B 526 383 34
Equal 238 246 5
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