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Supplementary Material

1. Data Details
We train SplatTalk on 500 ScanNet scenes from the ScanQA
training set. This stage does not involve any language su-
pervisory signal and is purely self-supervised. We evaluate
our method and baselines on 3 datasets: ScanQA [1] valida-
tion set, SQA3D [11] test set, and MSR3D [8] test set. The
ScanQA validation set comprises 71 ScanNet scenes, while
the SQA3D and MSR3D test sets include 67 scenes, with
significant overlap with ScanQA validation set.

2. Training & Model Details
SplatTalk Training. The training of SplatTalk consists
of the following main steps: 1) Extract high-dimensional
language features for each RGB image using LLaVA-OV [6],
2) Train an autoencoder to compress the high-dimensional
features obtained from step 1 into a more compact space,
and 3) Train the 3D Gaussian Splatting (3DGS) model.

First, to extract language-informed visual features, we
leverage LLaVA-OV [6], which processes RGB images
through its SigLIP [14]-based vision encoder, followed by a
multimodal projector. This transformation ensures that the
extracted visual tokens are natively structured for the LLM’s
input space, allowing seamless processing and comprehen-
sion by the underlying Qwen2 [3] model. These features
serve as pseudo 2D ground truth, guiding the training of the
3D-language Gaussian Splatting model.

After obtaining these high-dimensional semantic features,
we train an autoencoder to compress them while preserving
their most informative components. Each feature map of size
27× 27× 3584, where 3584 represents the feature depth, is
then flattened, resulting in 729 feature vectors, each of size
1× 3584.

The autoencoder is composed of multiple linear layers,
each interleaved with a batch normalization (BN) layer and
a GeLU activation function. Specifically,

Encoder : (3584) → (2048) → BN → GeLU → (1024)

→ BN → GeLU → (512) → BN → GeLU → (256)

Decoder : (256) → (512) → GeLU → (1024) → GeLU
→ (2048) → GeLU → (2048) → GeLU → (3584)

where (3584) indicates the size of the linear layer, BN stands
for Batch Norm and GeLU stands for the GeLU activation
function. The compressed features are normalized to reside
within a unit hypersphere, which we find to be important for
stabilizing the 3DGS training process.

We train the autoencoder with batch size 256, using
AdamW [10] optimizer with learning rate 0.0001 for 100
epochs on a single NVIDIA H100 (80GB) GPU.

SplatTalk builds upon the FreeSplat [13] architecture,
extending it with a language feature head attached to the
Gaussian latent decoder. This additional head predicts a
256-dimensional feature vector for each Gaussian, alongside
the standard Gaussian parameters used for RGB splatting.

For training the 3DGS component, we uniformly sample
100 views per scene. Each input image is resized to 32× 32
resolution to balance efficiency and feature retention. The
language features are trained using compressed pseudo 2D
ground truth as supervisory signal. Inspired by [15], we im-
plement a parallel CUDA rasterizer pipeline, allowing RGB
and language features to be rendered in parallel using the
shared Gaussian parameters. This approach is memory effi-
cient and allows for rendering higher-dimensional features
than the traditional rendering pipeline.

SplatTalk is trained using the Adam optimizer with an ini-
tial learning rate of 1e−4, which decays smoothly following
a cosine decay schedule. We employ a combination of pho-
tometric and semantic losses to effectively train SplatTalk.
The photometric loss is computed using a combination of
MSE and LPIPs, and semantic loss using MSE and cosine
distance. The final loss is

L = ∥I− Î∥2+0.05·LPIPS+∥F−F̂∥2+1−cos
(
F, F̂

)
where I and F are the ground-truth RGB image and the
pseudo ground-truth language feature map respectively. Î
and F̂ correspond to the predicted RGB image and language
feature map respectively. We train SplatTalk on one NVIDIA
H100 (80GB) GPU.
SplatTalk Inference. We begin by extracting the recon-
structed 3D Gaussians that represent the entire scene. Next,
we retrieve the language features corresponding to each 3D
Gaussian, capturing the semantic information embedded
within the scene representation.
3D VQA Inference. We sample 32, 076 tokens from the set
of Gaussian tokens obtained from the SplatTalk inference
step. This is equivalent to 44 image tokens, which is the
context window size of the LLM. The optimal sampling
method we use is entropy-based sampling. We first compute
the entropy for each 3D Gaussian. Then we rank them in
descending order from highest to lowest entropy. Finally,
we sample the top 32, 076 tokens from this list as the input
visual tokens to the LLM, along with the language tokens.
3D VQA Fine-tuning. During fine-tuning we employ
LoRA [5] with r = 16 and α = 64. The model is fine-tuned



for 1 epoch with learning rate 1e − 5 on a single NVIDIA
H100 (80GB) GPU.

3. Evaluation Metrics
We evaluate model performance on ScanQA using n-
gram-based metrics, including CIDEr [12], METEOR [2],
ROUGE [7], EM@1 [4], and EM@1-Refined. For SQA3D,
we report EM@1 and EM@1-Refined, while for MSR3D,
we follow the authors’ recommendation and use the LLM-
Match metric [9] to assess answer quality.

Specifically, CIDEr evaluates the generated response by
comparing n-gram similarity against multiple reference re-
sponses, assigning higher weight to words that frequently
appear across multiple references. In contrast, METEOR
aligns words between the generated response and reference
answers using exact matches, stemming, synonyms, and
paraphrasing, providing a more flexible and semantically
aware evaluation. It computes both precision and recall,
with a higher emphasis on recall, as human evaluation fa-
vors covering all key reference words. METEOR captures
both semantic and syntactic similarity, making it more ro-
bust than purely n-gram-based metrics. ROUGE-L, on the
other hand, measures similarity using the Longest Common
Subsequence (LCS) between the generated response and the
reference answers.

On the other hand, EM@1 or Exact Match at top-1, is
a strict evaluation metric that only assigns a score if the
generated response perfectly matches the reference answer,
without any deviations. Even if the response is semantically
correct but differs in phrasing, formatting, or minor details,
the model is penalized. In contrast, EM@1-Refined offers
a more flexible evaluation, allowing for slight variations in
wording.

The LLM-Match metric, introduced in [9], uses GPT-4 to
assign a score from 1 to 5 to the generated responses based
on their similarity to the reference answers. A score of 1
indicates a completely incorrect response, while a score of 5
corresponds to a fully correct answer. Intermediate scores
reflect varying degrees of alignment.

4. More Visualization on ScanQA
In Fig. 1 and Fig. 2, we show more qualitative examples on
ScanQA. Our SplatTalk can reason about the spatial relation-
ships between objects in the scene significantly better than
LLaVA-OV in many cases.
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Figure 1. Qualitative results on ScanQA, scene0389 00 and scene0222 00. We compare responses from LLaVA-OV, our model (Ours),
and the ground truth (GT) for spatial reasoning questions in 3D VQA. Each scene highlights the referenced objects with red circles, and key
relative objects are marked in blue. The answers from each model are displayed in color-coded speech bubbles: LLaVA-OV (brown), Ours
(blue), and GT (green). With its 3D-aware representation, our model exhibits improved spatial reasoning capabilities.
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Figure 2. Qualitative results on ScanQA, scene0100 00, scene0193 00, and scene0426 00. We compare responses from LLaVA-OV, our
model (Ours), and the ground truth (GT) for spatial reasoning questions in 3D VQA. Each scene highlights the referenced objects with red
circles, and key relative objects are marked in blue. The answers from each model are displayed in color-coded speech bubbles: LLaVA-OV
(brown), Ours (blue), and GT (green). With its 3D-aware representation, our model exhibits improved spatial reasoning capabilities.
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