
Supplementary Materials of MMCR: Benchmarking Cross-Source Reasoning in
Scientific Papers

A. Benchmark Details
We appreciate the reviewer’s thoughtful comment on
MMCR’s classification as a reasoning benchmark. We re-
spectfully maintain that MMCR tests reasoning capabilities
as it aligns with the reviewer’s cited definition of reason-
ing as ”multi-step/multi-hop question answering.”Our defi-
nition of ”cross-source reasoning” in MMCR refers to ques-
tions that require synthesizing information from multiple
sources within scientific papers to derive answers that can-
not be obtained from any single source alone.

Taking the question in Figure S.7 as an example, the
reasoning process in MMCR directly parallels HotpotQA’s
definition of ”inferring the bridge entity to complete the
2nd-hop question.” As illustrated in Figure S.7, answering
MMCR questions typically requires first inferring which
specific figure or table is being referenced through textual
descriptions (e.g., ”the t-SNE visualization of CLIP encod-
ing features”). This constitutes the first reasoning hop and
establishes the critical bridge entity. Only after successfully
identifying this bridge entity can the model proceed to the
second hop, extracting relevant information from the iden-
tified sources and synthesizing it to derive the answer.

The reasoning complexity is further amplified by scien-
tific papers’ high information density (19 pages average),
input as pure images rather than OCR-processed text, and
questions requiring numerical reasoning and calculations.
The benchmark comprises scientific papers across seven
academic subjects of artificial intelligence, with questions
systematically categorized into ten distinct types based on
their required evidence sources. The distribution of these
categories is illustrated in Fig. S.1. Representative ex-
amples demonstrating each evidence type are presented in
Figs. S.5 to S.14.

B. Evaluation Details
B.1. Evaluation Prompt
Figure S.2 presents the prompts with and without the use
of Chain-of-Thought (CoT). For InternVL2.5, we employed
the official CoT prompt released by the developers. For the
remaining benchmark models—MiniCpm-o 2.6, Qwen2.5-
VL, and Idefics3—we implemented a unified CoT prompt
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Figure S.1. Distribution of Questions by Evidence Types and Re-
search Domains. (a) Percentage distribution across ten evidence
source types. (b) Distribution across seven AI research subjects.

to ensure methodological consistency across experiments.
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Evaluation Prompts: CoT Prompt

CoT Prompt for InternVL-2.5:
“Your task is to answer the question below. Give
step by step reasoning before you answer, and when
you’re ready to answer, please use the format:
‘\Final answer: ... \’
Question: {question}”

CoT Prompt for MiniCpm-o 2.6, Qwen2.5-VL,
Idefics3:
“Carefully read the following multichoice question,
solve it step by step and finally pick the option asso-
ciated with the correct answer in the format of ‘An-
swer: Selected option.”

w/o CoT Prompt:
“Please select the correct answer from the options
above.”

Figure S.2. Evaluation Prompt

B.2. Answer Option Inference Details for LLM Re-
sponses

B.2.1. Implementation Details
Unlike existing benchmarks that employ LLM-based meth-
ods for open-ended response extraction, our benchmark uti-
lizes a heuristic rule-based approach for multiple-choice an-
swer inference.

The rule-based approach for multiple-choice answer in-
ference comprises two stages: primary option-based infer-
ence, followed by text-based inference as a fallback strat-
egy. Specifically, the option-based inference method counts
the occurrence of option identifiers (A, B, C, etc.) in the re-
sponse. A valid inference is made when exactly one option
identifier is detected. When option-based inference fails,
the text-based inference serves as a fallback mechanism.
It converts both the model response and choice contents to
lowercase before searching for exact matches of choice con-
tent within the response. This method succeeds only when
precisely one choice content is found in the processed re-
sponse.

This two-stage approach ensures robust answer extrac-
tion while maintaining high precision through strict match-
ing criteria. When both methods fail to identify a unique
answer, false will be returned to indicate inference failure.

B.2.2. Existing Problems
The rule-based approach for multiple-choice answer in-
ference offers efficiency by eliminating additional LLM
calls. However, it occasionally fails to accurately extract
responses despite correct model reasoning. We categorize

such cases as Matching Errors. As shown in Tab. S.1. The
error distribution analysis demonstrates that extraction fail-
ures represent a negligible proportion of the total errors,
with only two instances identified across all cases. Fig-
ure S.21 illustrates one representative example of such a
Matching Error.

Matching errors Total error cases Error Rate
2 109 1.8%

Table S.1. Example Distribution of Matching Errors in Response
Extraction from GPT-4o.The table shows the proportion of match-
ing errors among all error cases, demonstrating that extraction fail-
ures constitute only 1.8% of total errors identified in our evalua-
tion.

C. Extended Analysis
C.1. Analysis of Error Cases
We conducted systematic error analysis of GPT-4o’s per-
formance on our benchmark to investigate its limitations in
cross-source reasoning within scientific papers. Through
manual examination of 109 incorrect responses, we identi-
fied seven distinct error categories. A comprehensive anal-
ysis of all error categories, accompanied by representative
examples, is presented in (Figs. S.15 to S.21).

C.2. Performance Across Evidence Types
We analyze model performance across different evidence
source types, with detailed results presented in Fig. S.3.
The radar chart visualization demonstrates GPT-4o’s con-
sistent superiority across most categories compared to the
other five VLMs. Particularly in text comprehension tasks,
both QwenVL-2.5-72B and GPT-4o achieve notable accu-
racy (68.57 and 65.71 respectively), likely benefiting from
their extensive pretraining corpora.

However, substantial performance degradation is ob-
served in cross-source integration tasks featured in MMCR,
particularly in Figure-Text Comprehension, Figure-Table
Comprehension, and Multi-Figure Comprehension, where
the majority of VLMs achieve accuracy scores below 50.
The pronounced disparity between single-source and cross-
source task performance reveals a fundamental limitation:
while MLLMs exhibit proficiency in individual modal-
ity processing, they demonstrate reduced effectiveness in
tasks requiring synthesis of information from heteroge-
neous sources.

C.3. Annotation requirements
Before initiating the formal annotation process, a system-
atic taxonomy of task types and subject domains was estab-
lished. This methodological framework ensures annotation
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Figure S.3. Fine-grained results on various evidence source types.

consistency and maintains rigorous quality standards across
the dataset construction process. Rigorous quality control
protocols were implemented throughout the annotation pro-
cess to establish a robust benchmark for evaluating the com-
prehensive capabilities of VLMs. Question formulation
followed a structured protocol that integrates document-
specific content with domain knowledge requirements, es-
tablishing a rigorous framework for in-depth assessment of
scientific paper comprehension. The questions in MMCR
are designed to evaluate comprehensive document under-
standing, specifically focusing on cross-source reasoning
capabilities. The detailed evaluation requirements are illus-
trated in Fig. S.4.

C.4. Annotation process

The annotation process was conducted by expert annotators,
who underwent comprehensive training to ensure annota-
tion consistency and quality standards. The standardized
training protocol comprised several systematic phases: 1)
Initial standardization: The project leader provided an-
notated sample papers to the annotators, which were sub-
ject to multiple rounds of verification. This iterative pro-
cess ensured that the annotators fully understood the ex-
pectations and standards required for the annotation. 2)
Domain-specific allocation: Annotators were assigned to
subject domains aligned with their primary research exper-
tise, selecting one to two domains from predefined cate-
gories. Within each domain, five representative publica-
tions were systematically identified for annotation. This
domain-specific allocation ensures optimal alignment be-
tween expert knowledge and content analysis, maintaining
annotation quality and disciplinary rigor. 3) Quality as-
surance: Completed annotations underwent systematic re-

view by the project coordinator to ensure adherence to es-
tablished protocols. When deviations from annotation stan-
dards were identified, annotators received structured feed-
back and supplementary training for remediation. This it-
erative quality assurance process continued until all an-
notations achieved compliance with predetermined quality
benchmarks. 4)Supplementary annotation: In the final
phase, expert annotators conducted supplementary annota-
tion rounds in accordance with established protocols to ex-
pand the dataset while maintaining consistency standards.



Examples for Annotation Requirements

Requirement I:
“The question is specifically designed to examine
the cross-source reasoning ability of the model in
scientific papers, and it must be correctly derived
exclusively from the designated information source,
not from any additional information source. Anno-
tators must strictly adhere to this requirement.”
Requirement II:
“In order to mitigate the risk of the model rely-
ing exclusively on prior knowledge to generate re-
sponses, the annotated questions and answers were
meticulously structured to ensure that accurate re-
sponses could only be derived by synthesizing in-
formation distributed across multiple pages of the
document. This approach prevents the model from
bypassing the intended reasoning process and re-
duces the potential for information leakage or un-
intended biases that might arise from relying on ex-
ternal knowledge.”
Requirement III:
“To further ensure that the model genuinely com-
prehends the content of each paper, at least eight
questions were annotated for every paper. This
requirement was set to ensure a robust and com-
prehensive evaluation of the model’s understanding
across a variety of aspects within each paper.”

Figure S.4. Annotation requirements



Figure Comprehension

Question: In the comparative illustration of the FastV and VTC-CLS frameworks, what 
specific colors are used to represent vision tokens and text tokens, respectively?

Document Thumbnail

A. Green and light orange.
B. Light orange and light blue.
C. Green and light blue.
D. Gray and light blue.
E. Light blue and light orange.

Ground Truth: B. Light orange and light 
blue.

Evidence:

Figure S.5. The demo of figure comprehension.



Multi-figure Comprehension

A. Standard and kNN.
B. ICLM and Standard.
C. ICLM and kNN.
D. Standard, kNN and ICLM.
E. Only ICLM.

Ground Truth: B. ICLM and 
Standard.

Question: Which of the following 
methods is consistently represented in both 
the language modeling perplexity charts 
across multiple datasets and the training loss 
and performance evolution graphs for 
reading comprehension during pretraining?

Evidence：

Document Thumbnail:

Figure S.6. The demo of multi-figure comprehension.



Figure-Table Comprehension

Question: In the t-SNE visualization of 
CLIP encoding features for Chart type data, 
what color represents the dataset that 
achieves the highest average score(75.76) 
among open-source MLLMs in the zero-
shot performance comparison table?

A. Light green.
B. Yellow.
C. Orange.
D. Light blue.
E. Purple..

Ground Truth: B. Yellow.

Models
ChartBench ChartQA

Regular Type Extra Type Avg. Rank Human Aug. Avg. Rank
Acc+ NQA Avg. Acc+ NQA Avg.

Open source MLLMs
VisualGLM [20] 3.46 1.83 3.13 4.22 4.84 4.35 3.68 #18 18.96 6.80 12.88 #12
Shikra [13] 8.59 2.35 7.34 7.50 9.05 7.81 7.55 #17 16.24 7.28 11.76 #15
OneChart [10] 12.34 2.26 10.33 8.75 3.37 7.68 9.12 #16 85.30 49.10 67.20 #5
InstructBLIP [17] 17.96 0.87 14.55 5.50 5.37 5.47 10.43 #15 15.92 7.92 11.92 #14
ChartVLM [74] 8.02 43.74 15.24 5.92 18.21 8.37 12.06 #14 42.08 82.48 62.28 #6
Internlm-XComposer [82] 19.70 1.22 16.01 10.11 5.79 9.25 12.94 #13 13.20 7.84 10.52 #16
CogVLM-Chat [70] 14.41 12.96 14.12 11.89 13.68 12.25 13.26 #12 34.24 28.56 31.40 #9
SPHINX [41] 17.87 6.17 15.54 17.92 12.74 16.89 16.13 #11 21.44 11.20 16.32 #11
BLIP2 [38] 21.65 0.96 17.53 18.44 4.84 15.74 16.70 #10 13.52 6.00 9.76 #17
CogAgent [27] 20.39 26.61 21.63 14.36 25.79 16.64 19.35 #9 54.08 80.56 67.32 #4
MiniGPT-v2 [12] 22.37 2.43 18.40 25.06 5.26 21.11 19.61 #8 15.60 8.48 12.04 #13
ChartLlama [26] 22.02 16.87 21.00 22.56 18.32 21.71 21.30 #7 58.40 93.12 75.76 #1
mPLUG-Owl-bloomz [78] 27.80 2.35 22.73 25.47 6.21 21.64 22.21 #6 7.84 4.88 6.36 #18
LLaVA-v1.5 [46] 25.61 8.09 22.12 27.39 15.26 24.97 23.39 #5 22.64 13.04 17.84 #10
Qwen-VL-Chat [4] 29.46 23.57 28.28 26.56 21.05 25.46 26.98 #4 42.48 75.20 58.84 #7
DocOwl-v1.5 [29] 35.27 37.30 35.67 26.86 29.47 27.38 31.89 #3 48.24 86.72 67.48 #3
Mini-Gemini [40] 39.57 25.57 36.78 31.81 25.79 30.61 33.96 #2 44.32 57.04 50.68 #8
Internlm-XComposer-v2 [19] 57.89 40.96 54.52 41.75 31.58 39.73 47.78 #1 63.12 81.92 72.64 #2

Closed source MLLMs
ERNIE [5] 47.39 25.74 43.08 46.39 33.37 43.82 43.37 #3 - - -
GPT-4V [54] 53.26 33.04 49.23 55.83 40.00 52.68 50.74 #2 - - 78.50 #2
GPT-4O [54] 65.00 40.00 60.02 63.33 41.05 58.89 59.45 #1 - - 85.70 #1

Document Thumbnail:

Evidence：

Figure S.7. The demo of figure-table comprehension.



Figure-Text Comprehension

A. The second one from the left 
and the third one from the left.
B. The second one from the left 
and the rightmost one.
C. The third one from the left and 
the rightmost one.
D. The rightmost one and the third 
one from the left.
E. The rightmost one and the 
second one from the left. 

Question: Based on the analysis presented in the corresponding paragraph, which combination 
in the illustration of different chain of thought examples, demonstrates the highest and lowest 
performance, respectively?

Ground Truth: D. The 
rightmost one and the third one 
from the left.

Document Thumbnail:

Carefully examine this chart and answer user's question with a
single word or phase.
User: what is the percentage of Product X at Quarter Q4?
To answer it, let's think following qustions one by one:
1. What is user's query?
2. What are queried entities?
3. What is this chart type? If it is bar / line / scatter plot, please
notice its cordinat e ...
......
Combine the above considerati ons and give your final answer.
Your answer:

Answer

Prompted Question

MLLMs

Fixed CoT

ChartPrompted Question

MLLMs

Answer

Chart

You are a data analyst, good at dealing with chart data. Now you
are required to analyze a chart for the User. You only need to
answer [yes] or [no].
Here is an example:
User: <image>
User: The figure is a line chart. Please answer yes or no.
You: yes.
Following the example and for this chart:
User: <image>
User: at 2017, the percentage of Singapore is higher than Vietnam.
You:

Answer

Prompted Question

MLLMs

Self CoT

Chart

Carefully examine this chart and answer user's question with a
single word or phase.
User: what is the percentage of Product X at Quarter Q4?
To answer it, let's think following qustions one by one:
1. Look at the chart data
2. Find the row for the Quarter Q4
3. In that row, locate the Product X column
4. Read the value in that column
5. Return the value read
Combine the above considerati ons and give your final answer.
Your answer:

Answer

Prompted Question

MLLMs

G P T CoT

Chart

Carefully examine this chart and answer user's question with a
single word or phase.
User: what is the percentage of Product X at Quarter Q4?
To answer it, let's think following qustions one by one:
1. Identi fy the variabl e being asked about, Petabytes per month.
2. Determine the year the user is asking about, which is 2021.
3. Locate the row in the data that corresponds to the year 2021.
4. Find the value in the Petabytes per month column for the 2021.
5. Return the value found in step 4 as the answer.
Combine the above considerati ons and give your final answer.
Your answer:

· · ·

· · · · · · · · ·

(a) Base (b) Fixed CoT (c) Self CoT (d) GPT CoT

CoT Performance. Tab. 7 shows the performance
of the CoT-based baseline, which generally improves
performance without parameter updates. Because
many models encounter difficulties in following
instructions, we show the results on MiniGPT-v2,
Qwen-VL-Chat, and Internlm-XComposer-v2. The
fixed prompt ameliorates all tasks, especially for
weaker models like MiniGPT-v2 and Qwen-VL-Chat.
CoT-self is less effective because the quality and
length of the self-generated CoT are uncontrollable,
which hinders models from following instructions.
CoT-GPT ensures CoT quality and is customized for
each question type and thus performs the best. See
chain of thought examples in Fig. 4.

Evidence：

Figure S.8. The demo of figure-text comprehension.



Figure-Formula Comprehension

A. Green and light orange.
B. Pale blue and light orange.
C. Light orange and yellow.
D. Pale blue and green.
E. Pale red and light purple.

Ground Truth: E. Pale red 
and light purple.

Question: Which colored 
rectangular volume in the 
InCTRL architecture are utilized 
to compute s_a(x)(i.e. the 
probability of the input x being 
classified as abnormal)?

Document Thumbnail:

Evidence：

𝑠𝑠𝑎𝑎 𝑥𝑥 =
exp(𝐹𝐹𝑎𝑎𝑇𝑇𝑓𝑓𝑣𝑣(𝑥𝑥))

exp 𝐹𝐹𝑛𝑛𝑇𝑇𝑓𝑓𝑣𝑣 𝑥𝑥 + exp(𝐹𝐹𝑎𝑎𝑇𝑇𝑓𝑓𝑣𝑣(𝑥𝑥))

Figure S.9. The demo of figure-formula comprehension.



Table Comprehension

Question: Among the various ensemble functions adapted in the VTC-CLS method, which one 
exhibits the best performance on the GQA benchmark?

A. "Median."
B. "Max."
C. "Min."
D. "None."
E. "Avg." 

Ground Truth: C. "Min."

Table 5. Different ensemble function E(·) in VTC-CLS.

E(·) GQA POPE MMVet SEED Avg
none 57.9 82.6 31.6 61.8 58.5
avg 58.2 84.0 33.4 62.2 59.5
max 58.2 83.8 31.7 61.8 58.9
min 58.3 83.8 33.0 62.0 59.3

Document Thumbnail:

Evidence：

Figure S.10. The demo of table comprehension.



Multi-table Comprehension

A. #18.
B. #16.
C. #10.
D. #12.
E. #17.

Question: In Table 3, what is the 
average score rank on ChartBench for 
the open-source MLLM which 
demonstrates the lowest NQA score 
among its peers in Table 4?

Ground Truth: C. #10.

Document Thumbnail:

Evidence：
Table 3: The zero-shot performance on ChartQA and our proposed ChartBench. We report average
Acc+ for 4 yes-or-no tasks and GPT-acc for NQA task. Regular: line, pie, and bar plots. Extra:
additional chart in Tab. 2. ChartBench is more challenging for more unannotated charts.

ChartBench ChartQA
Models Regular Type Extra Type Avg. Rank Human Aug. Avg. Rank

Acc+ NQA Avg. Acc+ NQA Avg.

Open source MLLMs
VisualGLM [20] 3.46 1.83 3.13 4.22 4.84 4.35 3.68 #18 18.96 6.80 12.88 #12
Shikra [13] 8.59 2.35 7.34 7.50 9.05 7.81 7.55 #17 16.24 7.28 11.76 #15
OneChart [10] 12.34 2.26 10.33 8.75 3.37 7.68 9.12 #16 85.30 49.10 67.20 #5
InstructBLIP [17] 17.96 0.87 14.55 5.50 5.37 5.47 10.43 #15 15.92 7.92 11.92 #14
ChartVLM [74] 8.02 43.74 15.24 5.92 18.21 8.37 12.06 #14 42.08 82.48 62.28 #6
Internlm-XComposer [82] 19.70 1.22 16.01 10.11 5.79 9.25 12.94 #13 13.20 7.84 10.52 #16
CogVLM-Chat [70] 14.41 12.96 14.12 11.89 13.68 12.25 13.26 #12 34.24 28.56 31.40 #9
SPHINX [41] 17.87 6.17 15.54 17.92 12.74 16.89 16.13 #11 21.44 11.20 16.32 #11
BLIP2 [38] 21.65 0.96 17.53 18.44 4.84 15.74 16.70 #10 13.52 6.00 9.76 #17
CogAgent [27] 20.39 26.61 21.63 14.36 25.79 16.64 19.35 #9 54.08 80.56 67.32 #4
MiniGPT-v2 [12] 22.37 2.43 18.40 25.06 5.26 21.11 19.61 #8 15.60 8.48 12.04 #13
ChartLlama [26] 22.02 16.87 21.00 22.56 18.32 21.71 21.30 #7 58.40 93.12 75.76 #1
mPLUG-Owl-bloomz [78] 27.80 2.35 22.73 25.47 6.21 21.64 22.21 #6 7.84 4.88 6.36 #18
LLaVA-v1.5 [46] 25.61 8.09 22.12 27.39 15.26 24.97 23.39 #5 22.64 13.04 17.84 #10
Qwen-VL-Chat [4] 29.46 23.57 28.28 26.56 21.05 25.46 26.98 #4 42.48 75.20 58.84 #7
DocOwl-v1.5 [29] 35.27 37.30 35.67 26.86 29.47 27.38 31.89 #3 48.24 86.72 67.48 #3
Mini-Gemini [40] 39.57 25.57 36.78 31.81 25.79 30.61 33.96 #2 44.32 57.04 50.68 #8
Internlm-XComposer-v2 [19] 57.89 40.96 54.52 41.75 31.58 39.73 47.78 #1 63.12 81.92 72.64 #2

Closed source MLLMs
ERNIE [5] 47.39 25.74 43.08 46.39 33.37 43.82 43.37 #3 - - -
GPT-4V [54] 53.26 33.04 49.23 55.83 40.00 52.68 50.74 #2 - - 78.50 #2
GPT-4O [54] 65.00 40.00 60.02 63.33 41.05 58.89 59.45 #1 - - 85.70 #1

Table 4: The zero-shot performance w.r.t. task types, i.e., Chart Recognition (CR), Value Extraction
(VE), Value Comparison (VC), Global Conception (GC), and Number QA (NQA). ↑ / ↓ indicates
that higher/lower is the better, respectively.

CR VE VC GCModels NQA↑ Avg.↑
Acc+ ↑ CoR↓ Acc+↑ CoR↓ Acc+↑ CoR↓ Acc+↑ CoR↓

Open source MLLMs
VisualGLM [20] 16.29 79.19 0.00 99.67 0.00 99.81 0.00 99.71 3.19 3.68
Shikra [13] 2.10 93.57 11.90 80.71 10.62 87.71 7.86 82.71 5.38 7.55
OneChart [10] 3.71 94.33 15.48 82.14 17.57 73.71 11.38 85.67 2.76 9.12
InstructBLIP [17] 49.57 36.67 0.00 100.00 0.05 99.81 0.00 99.90 2.90 10.43
ChartVLM [74] 0.00 100.00 9.05 85.48 10.05 83.81 8.52 86.19 32.19 12.06
Internlm-XComposer [82] 42.29 56.95 6.86 85.14 2.48 96.57 9.67 78.48 3.29 12.94
CogVLM-Chat [70] 29.14 69.33 2.81 94.29 14.19 80.71 7.33 90.14 13.29 13.26
SPHINX [41] 38.48 51.38 10.38 80.67 14.33 77.38 9.62 80.90 9.14 16.13
BLIP2 [38] 60.05 37.05 4.24 89.29 14.05 78.86 3.86 90.00 2.71 16.70
MiniGPT-v2 [12] 29.05 49.24 22.00 55.14 24.29 53.33 18.10 61.76 3.71 19.35
CogAgent [27] 62.57 37.10 1.19 94.90 7.33 88.24 1.19 94.76 26.24 19.61
ChartLlama [26] 49.86 44.19 8.38 84.14 20.43 69.48 10.67 83.81 17.52 21.30
mPLUG-Owl-bloomz [78] 32.33 51.24 23.14 76.76 25.33 69.29 26.48 71.00 4.10 22.21
LLaVA-v1.5 [46] 47.86 36.24 15.81 66.24 26.05 56.48 16.52 66.57 11.33 23.39
Qwen-VL-Chat [4] 51.67 42.71 11.14 84.57 27.29 63.14 21.71 74.86 22.43 26.98
DocOwl-v1.5 [29] 30.43 65.05 34.48 58.24 31.10 55.19 30.48 63.19 33.76 31.89
Mini-Gemini [40] 80.52 17.86 17.62 70.43 26.00 59.38 22.00 71.10 25.67 33.96
Internlm-XComposer-v2 [19] 68.29 30.24 36.63 57.71 54.63 27.71 45.80 51.46 36.71 47.78

Closed source MLLMs
ERNIE [5] 65.24 19.52 44.76 44.76 32.86 41.43 47.14 47.62 29.24 43.37
GPT-4V [54] 96.19 2.86 30.95 63.33 48.57 34.76 46.19 47.62 36.19 50.74
GPT-4O [54] 97.62 1.43 43.33 44.76 66.19 16.19 53.33 41.43 40.48 59.45

Figure S.11. The demo of multi-table comprehension.



Text Comprehension

Question: Based on the discussion in the 
paper, which of the following accurately 
represents the limitations of MobileVLM variants?

A. Requiring substantial resources for designing 
and training.
B. Directly removing less important visual tokens 
based on the attention from the LLM.
C. Overlooking the relevance between the input 
image and the text to be generated.
D. Discarding crucial visual context that would 
benefit the response.
E. Demonstrating limited adaptability to diverse 
visual input formats and resolutions.

Ground Truth: A. Requiring substantial 
resources for designing and training.

Document Thumbnail:

Despite the inspiring performance, the 
introduction of visual signals for LLMs also 
brings significant computational complexity 
and memory consumption due to the large 
number of visual tokens, increasing the 
inference overhead notably. For example, 
LLaVA-1.5 [38] transforms 336×336
and 672×672 images into 576 and 2304 visual 
tokens, respectively. Recognizing this, some 
previous works explore designing compact 
connectors. For example, MobileVLM variants 
[13, 14] introduce the lightweight downsample 
projector to reduce 75% visual tokens. 
However, such ways necessitate substantial 
resources for designing and training, limiting 
its application in practice.

Evidence：

Figure S.12. The demo of text comprehension.



Formula Comprehension

A. Equation (10).
B. Equation (9).
C. Equation (8).
D. Equation (7).
E. Equation (6).

Ground Truth: C. Equation (8).

Question: In the inference process, which numbered equation describes how the final anomaly 
score is computed for a given test image x_t?

Document Thumbnail:

Evidence：

Figure S.13. The demo of formula comprehension.



Pseudocode Comprehension

A. 21.
B. 18.
C. 24.
D. 16.
E. 20.

Ground Truth: A. 21.

Question: How many steps are 
there in the Dynamic Consistency 
Checking algorithm?

Document Thumbnail:

Evidence：

Figure S.14. The demo of pseudocode comprehension.



I. Hallucinated Evidence: Case
1

Question: What observation can be made from the vision-
language few-shot Adapters comparison across the five 
datasets presented?

A. Vision-language adapters consistently outperform both 
basic linear probing and zero-shot classification across all 
five datasets.
B. Vision-language adapters outperform basic linear probing 
in some, but not all, of the five datasets, while consistently 
improving upon zero-shot classification.
C. Vision-language adapters do not demonstrate consistent 
improvements over either zero-shot classification or basic 
linear probing across the datasets.
D. Vision-language adapters show inconsistent 
improvements over zero-shot classification, but generally 
outperform basic linear probing across the datasets.
E. Vision-language adapters show consistent improvements 
over zero-shot classification, but only marginally outperform 
basic linear probing across the datasets.
Ground Truth: C.

Response: The correct answer is: B. Vision-language adapters outperform basic linear probing in some, but not all, of the
five datasets, while consistently improving upon zero-shot classification.
This observation aligns with the detailed analysis of the results presented in the study, where vision-language adapters

provide benefits over zero-shot classification across the datasets but do not always show better performance than basic
linear probing in every dataset.

Error Type: Hallucinated Evidence
Analysis: The model fabricates unsupported conclusions without proper evidence from the source materials. The model 
incorrectly synthesizes performance claims about vision-language adapters that directly contradict the actual evidence 
presented in both the text and figures. The source materials explicitly state that vision-language adapters show no consistent 
improvements over either zero-shot classification (k≤5) or basic Linear Probing (k=10). Instead of accurately interpreting 
the available data, the model generated fictional performance patterns, demonstrating a clear case of evidence 
hallucination.

×

Figure S.15. Illustration of a Hallucinated Evidence Error Case. The figure demonstrates how the model fabricates unsupported conclusions
about vision-language adapter performance, contradicting the evidence highlighted in green from the source materials.



II. Incomplete Evidence: Case 1

Question: What observation can be made from the vision-
language few-shot Adapters comparison across the five 
datasets presented?

A. 2; 36 hours..
B. 3; 40 hours.
C. 2; 40 hours.
D. 3; 36 hours.
E. 3; 45 hours
Ground Truth: C.

Response: The correct answer is: A. 2; 36 hours.

Error Type: Incomplete Evidence
Analysis: The model's response demonstrates selective 
attention to the available evidence. While accurately 
identifying the two-stage nature of the visual pre-training 
process from the text "The visual pre-training process 
involves two stages," in the paper, it only captured partial 
evidence information for the second question. 
Specifically, the model focused on "the second stage took 
around 36 hours" while overlooking the crucial detail 
that "the first stage took approximately 4 hours." A 
complete consideration of both time components would 
yield a total of 40 hours (4 + 36), making C the correct 
answer. This partial evidence consideration led to an 
inaccurate conclusion.

×

Figure S.16. Illustration of an Incomplete Evidence Error Case. The model correctly identifies the two-stage nature of visual pre-training
but overlooks crucial timing information, considering only the second stage duration (36 hours) while missing the first stage duration (4
hours).



III. Perceptual Error: Case 1

Question: Referring to the color scheme in Figure 3's 
legend, what are the respective Sentiment-Amazon scores in 
Table 1 for the methods represented by blue, green and pink?

A. 80.2, 83.7, 93.2.
B. 94.6, 88.0, 96.5.
C. 61.8, 66.0, 71.3.
D. 88.0, 94.6, 96.5.
E. 96.5, 94.6, 88.0.
Ground Truth: D.

Response: To answer this question, we align the methods
represented by their respective colors in Figure 3's legend
with the Sentiment-Amazon scores in Table 1. From Figure
3:
- Blue: Standard method
- Green: kNN method
- Pink: ICLM method
From Table 1 (Sentiment-Amazon column):
- Standard method = 94.6
- kNN method = 88.0
- ICLM method = 96.5
Thus, the respective scores for blue, green, and pink are
**94.6, 88.0, and 96.5**.
The correct answer is: B. 94.6, 88.0, 96.5.

Error Type: Perceptual Error
Analysis: This response demonstrates a critical perceptual error in color-method association. While the model correctly 
identified the numerical scores from Table 1 for each method, it incorrectly mapped the colors to their corresponding 
methods in Figure 3's legend. Specifically, it reversed the color assignments for the Standard method (actually 
shown in green, not blue) and the KNN method (actually shown in blue, not green). This error highlights a 
fundamental limitation of current LVLMs in visual-textual alignment tasks, particularly in color-coding interpretation.

×

Figure S.17. Illustration of a Perceptual Error Case. The figure demonstrates how the model correctly identifies numerical scores but
incorrectly maps color codes to methods, mismatching the blue and green representations in the legend despite clear visual evidence.



IV. Extractor Error: Case 1

Question: What is the accuracy score under the 'All' 
setting for the MLLM that occupies the middle position in 
the CoT reasoning comparison between different MLLMs in 
Figure 1, as reported in Table 3?

A. 39.4.
B. 23.5.
C. 35.3.
D. 54,4.
E. 28.4.
Ground Truth: B.

Response: The accuracy score under the 'All' setting for
the MLLM that occupies the middle position in the CoT
reasoning comparison in Figure 1 is:
C. 35.3.

This corresponds to Gemini-Pro as reported in Table 3.

Analysis: The model's interpretation of Table 3 reveals a 
critical confusion between different metric columns. While 
correctly identifying the target model using spatial 
information from Figure 1, the model incorrectly extracted 
the CoT evaluation score (35.3) instead of the required 
accuracy score (23.5) under the 'All' setting. This error 
demonstrates the model's inability to distinguish between 
different evaluation metrics and accurately align the 
requested information from tabular data.

×

Error Type: Extractor Error

Figure S.18. Illustration of an Extractor Error Case. The figure demonstrates how the model confuses different metric columns in Table 3,
extracting the CoT evaluation score (35.3) instead of the correct accuracy score (23.5) despite accurately identifying the target model from
spatial information.



V. Reasoning Error: Case 1

Question: Which model has an input approach different 
from the model proposed in this paper in the multi-page 
document comprehension setting?

A. GRAM.
B. DocFormerv2.
C. PDF-WuKong.
D. Idefics3-8B.
E. GPT-4(v).
Ground Truth: D.

Response: The correct answer is: E. GPT-4(v).
Reason: GPT-4(v) employs a vision-language model
approach, which is inherently different in its input approach
compared to PDF-WuKong's end-to-end sparse sampling
framework for interleaved text and images in long multi-
page document comprehension.

Error Type: Reasoning Error
Analysis: The superscripts of each model in Table7 show the input approach of the model proposed and the models in 
the options in the multi-page document comprehension setting. Analyzed together with the explanation of input approach 
in Table4, the input approach of option “D” is Input the entire page image, while the input approach of PDF-Wukong and 
the rest of the options is Input the entire page image and OCR content.  The input approach of option “D” is Input the 
entire page image, while the input approach of PDF-Wukong and the rest of the options is Input the entire page image and 
OCR content. The model fails to correctly combine the context and diagrams in the text to comprehend the problem, and 
make the correct reasoning with the options.

×

Figure S.19. Illustration of a Reasoning Error Case. The figure demonstrates how the model fails to correctly interpret input approach
differences between models despite clear evidence from Table 1 and Table 7, misidentifying GPT-4(v) as having a distinct approach from
other models.



VI. Irrelevant Answer: Case 1

Question: What is the number of datasets that pass the 
refinement filter as a percentage of the total number of 
datasets collected?

A. 28.17%.
B. 16.25%.
C. 20.51%.
D. 18.54%.
E. 13.77%.
Ground Truth: D.

Response: To calculate the percent of the number of
datasets that pass the refinement filter as a percentage of
the total number of datasets collected:
The total number of datasets collected = 75,506
The number of datasets filtered = 54,557
Calculated, 54,557 divided by 75,506 equals 72.26%
Approximately 72.26 of the total data remained after
refinement. Hence, when checking the options, none of
them give the correct answer as listed values do not match
refine computation exactly.

Error Type: Irrelevant Answer
Analysis: The model is required to answer the 
number of datasets that pass the refinement filter as a 
percentage of the total number of datasets collected. 
But the model finds irrelevant information, the 
number of papers that pass the data processing 
pipeline as a percentage of the percentage of the total 
number of articles collected initially, and did not 
calculate the number of required high-quality image-
text pairs (37,607) as a percentage of the total image-
text pairs (202,760). Misunderstood the meaning of 
dataset and found irrelevant information.

?

Figure S.20. Illustration of an Irrelevant Answer Case. The figure demonstrates how the model misinterprets the question target, calcu-
lating the percentage of papers passing the pipeline (54,557/75,506) instead of the required percentage of high-quality image-text pairs
(37,607/202,760), revealing a fundamental misunderstanding of the dataset definition



VII. Matching Error: Case 1

Question: According to the paper, which of the following 
statements about the text description defined before section 
'3.1' is True?

Response: The correct answer is: B. A single categorical label may correspond to several text descriptions, each
describing a different feature of the image.
Explanation: According to the text, the authors define text descriptions that encode domain knowledge for each disease. A

single categorical label can correspond to multiple text descriptions, as these descriptions aim to capture various features,
hierarchies, and dependencies of the related pathology.

Error Type: Matching Error
Analysis: The model correctly made choice “B”, but due to a matching error in the Rule-based methods, the correct 
choice was not successfully extracted from the model's answer, resulting in a matching error.

×？

A. The text descriptions are designed to provide a one-to-
one correspondence between each categorical label and a 
unique textual representation.
B.A single categorical label may correspond to several text 
descriptions, each describing a different feature of the image.
C.A single text description may correspond to multiple 
categorical labels, as various diseases can exhibit similar 
symptoms..
D. The text descriptions are generated by a Large Language 
Model that has been fine-tuned on extensive medical 
imaging data..
E. The text descriptions are annotated by a several invited 
expert radiologists to ensure accurate representations.
Ground Truth: B.

Figure S.21. Illustration of a Matching Error Case.
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