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A. Implementation details
Reducio-VAE. We demonstrate the detailed architecture of
Reducio in Fig. 1. Generally, we follow the training strate-
gies of SD-VAE [12]. We employ a customized version
of PatchGAN [8] based on 3D convolutions and optimize
the model with L1 loss, KL loss, perceptual loss [18], and
GAN loss. While initializing the 2D encoder and the 3D
VAE with SD-VAE pre-trained weights accelerates conver-
gence, we find that freezing the 2D encoder leads to worse
performance than training the full parameters. We follow
LaMD [6] to feed the motion latent into a normalization
layer to obtain the output of the VAE encoder. Therefore, in
the stage of diffusion training, we use a scale factor of 1.0,
which is multiplied by the input latent as input into DiT.

Table 1. Hyperparameters for Reducio-VAE

Reducio-VAE

z-shape1 4→ 8→ 8→ 16 8→ 8→ 8→ 16

Channels (3d) 128
Channels (2d) 128

Ch Multiplier (3d) 1,2,2,4,4,4
Ch Multiplier (2d) 1,2,2,4,4

Depth 2
Batch size 32 24

Learning rate 4e-5
Iterations 1,000,000

During inference, We split videos with a resolution over
256→256 into overlapping spatial tiles, we fuse the encoded
latent as well as the video output, in a similar manner with
Movie Gen [11]. Note that since Reducio-VAE employs a
spatial down-sampling factor of 32, Reducio-VAE can only
process video inputs whose width and height are divisible
by 32. Otherwise, videos should be padded to meet this

requirement before being fed into the VAE.
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Figure 1. The detailed architecture of Reducio-VAE with ft =
4, fs = 32.

Reducio-DiT. We elaborate on the details of content image
conditions in Fig. 2. During inference, we use classifier-
free guidance [5] for better generation quality and set the
default scale to 2.5. During training, we randomly drop im-
age conditions at a probability of 0.1, as well as drop 10%
text conditions.

B. More ablations

Table 2. Ablation on the convolution types in Reducio-VAE.

fs Conv PSNR↑ SSIM↑

64 2d 30.22 0.86
64 3d 35.51 0.94

Using 3d VAE in Reducio-VAE helps to reconstruct videos
in a better quality. We keep ft to 1 and fs to 32 and imple-
ment VAE with 2d convolutions. During decoding, we du-
plicate the middle frame condition for T times to fuse with
the latent of each frame respectively. As shown in Tab. 2,
Reducio-VAE with 3d convolution outperforms its counter-
part with 2d convolution. We believe that 3d convolution
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Figure 2. The overview of the efficient content condition solution for Reducio-DiT on high-resolution videos.

facilitates the VAE to model consistent motion and capture
spatiotemporal differences.

Table 3. Ablation on the content frame choice in Reducio-VAE.

Content Frame PSNR↑ SSIM↑

n/a 27.91 0.80
random 31.72 0.87
middle 35.88 0.94

Using middle frame in Reducio-VAE. The content frame
in Reducio-VAE provides a strong content prior and hence
leads to a promising reconstruction performance. On the
other hand, relying on any given frame as the content im-
age may not generalize perfectly in all scenarios, especially
when certain entities appear only briefly or outside the cho-
sen frame. As shown in Tab. 3, we choose the middle frame
by default as it serves as a more stable and robust content
guidance due to its temporal centrality. Meanwhile, Re-
ducio-VAE without condition achieves significantly worse
results in both PSNR (-7.97) and SSIM (-0.14). In con-
sequence, the Reducio-DiT framework without condition-
based 3D VAE leads to unsatisfactory results featured with
blurry frames and obvious visual defects.

Table 4. Comparison with the state-of-the-art 2D Autoencoder
with a significant spatial down-sampling factor.

Model latent shape |z| PSNR↑ SSIM↑

DC-AE [3] 16→ 8→ 8 32 30.68 0.70
Reducio-VAE 4→ 8→ 8 16 35.56 0.97

Comparison between DC-AE and Reducio-VAE. We
compare Reducio-VAE with DC-AE [3] on the Pexel test
split with resolution of 512 → 512. As shown in the Ta-
ble below, Reducio-VAE outperforms DC-AE on PSNR and

SSIM by 4.88 and 0.27, respectively, highlighting the ad-
vantage of our framework in video domain.

Table 5. Ablation on the attention type in Reducio-DiT.

Attn FVD↓ IS↑

2d + 1d 382.2 32.4
3d 337.6 34.1

Table 6. Comparison with more SOTA models on Vbench.

Model
Quality Semantic Total
Score Score Score

Show-1 [17] 80.42 72.98 78.93
Lavie [14] 78.78 70.31 77.08
VideoCrafter [2] 81.59 72.22 79.72
OpenSora v1.2 [19] 81.35 73.39 79.76
Lavie-2 [14] 83.24 75.76 81.75
Pyramid Flow [9] 84.74 69.62 81.72
VideoCrafter-2 [4] 83.27 76.73 81.97
Reducio-DiT 82.24 78.00 81.39
WAN [13] 84.92 80.10 83.96
STIV [10] 81.20 72.70 79.50
CausVid [16] 85.21 78.57 83.88

Using joint spatiotemporal 3D attention in Reducio-DiT
outweighs using factorized spatial and temporal attention
(i.e., 2D + 1D attention) in generation quality. Interestingly,
we observe that factorized attention leads to a faster con-
vergence of training loss. However, with the same training
step, as shown in Tab. 5, factorized attention lags behind its
counterpart with joint 3D attention for 45 in FVD. We sup-
pose the possible reason is that 2D + 1D scheme demands
adding additional temporal layers and performs factorized



Table 7. Detailed quantitative comparison with state-of-the-art text-to-video generation models on VBench.

Model
subject background temporal motion dynamic aesthetic imaging object multiple human

color
spatial

scene
appearance temporal overall

consistency consistency flickering smoothness degree quality quality class objects action relationship style style consistency

Lavie [14] 91.41 97.47 98.30 96.38 49.72 54.94 61.90 91.82 33.32 96.80 86.39 34.09 52.69 23.56 25.93 26.41
Show-1 [17] 95.53 98.02 99.12 98.24 44.44 57.35 58.66 93.07 45.47 95.60 86.35 53.50 47.03 23.06 25.28 27.46
VideoCrafter [2] 95.10 98.04 98.93 95.67 55.00 62.67 65.46 78.18 45.66 91.60 93.32 58.86 43.75 24.41 25.54 26.76
OpenSora v1.2 [19] 96.75 97.61 99.53 98.50 42.39 56.85 63.34 82.22 51.83 91.20 90.08 68.56 42.44 23.95 24.54 26.85
Lavie-2 [14] 97.90 98.45 98.76 98.42 31.11 67.62 70.39 97.52 64.88 96.40 91.65 38.68 49.59 25.09 25.24 27.39
Pyramid Flow [9] 96.95 98.06 99.49 99.12 64.63 63.26 65.01 86.67 50.71 85.60 82.87 59.53 43.20 20.91 23.09 26.23
VideoCrafter-2 [4] 97.17 98.54 98.46 97.75 42.50 65.89 70.45 93.39 49.83 95.00 94.41 64.88 51.82 24.32 25.17 27.57
Reducio-DiT 98.05 99.13 98.45 98.77 27.78 64.02 67.67 91.49 69.91 92.60 89.06 52.85 54.90 25.16 26.40 28.87
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A dog wearing a Superhero outfit with red cape flying through the sky.

Figure 3. Comparison between frames generated given an identical frame and prompt, by (a) DynamicCrafter [15], (b) SVD-XT [1] and
(c) Reducio-DiT, respectively. We resize the output frames from 1344→ 768 to 1024→ 576 to match with the former two baselines.

self-attention on a small set of tokens e ach, making it hard
to model smooth open-set motion with the light computa-
tion. In contrast, 3D attention directly exploits the original
parameters and collaborates all spatiotemporal tokens.

Quantitative results. We display the detailed performance
comparison on VBench [7] in Tab. 7 and Tab. 6. Despite us-
ing only 3.2K A100 GPU hours and 5.4M training samples,
Reducio-DiT achieves a promising semantic score of 78.00,
beating a range of state-of-the-art LDMs. While the most

recent models such as WAN [13] and CausVid [16] achieve
higher overall scores than Reducio-DiT, we argue that our
model uses a much smaller scale of training data and has a
relatively small model scale, i.e., 1.2B.

Visualizations. We present more examples of comparison
between Reducio, SVD-XT [1] and DynamicCrafter [15] in
Fig. 3. Reducio-DiT exhibits reasonable motion and pre-
serves the details in the content frame well.
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