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1. The ReasonVQA Framework Additional
Details

This is additional content for Section 3 in the main paper.
Here, we provide more details regarding the question gener-
ation process, the integration of external knowledge, and the
visualization of answer distribution balancing and dataset
splitting.

1.1. Template-based Question Generation

Our framework consists of three steps: (1) External Knowl-
edge Integration, (2) Question Generation, and (3) Dataset
Construction. In addition to Figure 2 in the main paper,
Algorithm 1 also describes the detailed workflow of these
steps.

1.2. Concept Linking and Template Construction

Concept Linking between Image and Knowledge Base.
The process of linking an annotated object in an image to
a concept in a knowledge base may vary depending on the
computer vision (CV) dataset and the knowledge base (KB)
used.

For Visual Genome (VG) [6], we leverage the Word-
Net [11] synset names provided in the annotations to iden-
tify the corresponding entity in Wikidata. Specifically, for
each object associated with a synset name, we convert the
synset name into a synset ID using NLTK. We then query
the respective Wikidata entity via SPARQL. Figure 1 shows
an example of linking the object fraffic light in the image to
the corresponding concept with the same name in Wikidata.
Since the bounding box of the traffic light was annotated
with the synset name \traffic_light.n.@1", we convert
it into synset ID \06887235-n" using the NLTK [2] pack-
age and then search for the Wikidata entity associated with
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Algorithm 1: Algorithm for generating questions
and answers from annotated images

Input : Annotated image Img
Output: A set of questions Q generated for Img

/* Step 1: External Knowledge Integration (Main
Paper Section 3.1) */
1 {C;} = set of Wikidata entities corresponding to annotated
objects in Img
2 G;(Vi, &) = knowledge graph from Wikidata with root C;
3 &= {&} // set of potential properties

/* Step 2: Question Generation (Main Paper Section
3.2) */
T = set of main templates Ve, € &
Ts = set of sub-clause templates Ve; € £
Function Generate(e;):
if 7 = O then
‘ t <+ Tm[ej}
else
10 |t Tolej]

11 return t U Generate(e;t1)

e e NS s

12 Dy = empty dataset

13 foreach v € V; do

14 {e;} = set of edges from v to C;
15 Dy =D1 U Generate(ep)

/* Step 3: Dataset Construction (Main Paper Section
3.3) */
16 Dy = balance(D1) // balance the answer distribution
17 D3 = split(D2) // split into train set and test set

this synset ID via SPARQL.

For Google Landmarks Dataset v2 (GLDv2) [14], from
the Wikimedia URLs provided in the annotations, we



NLTK

e —
S ™ traffic_light.n.01 WordNet SynsetID | SPARQL Wikidata Concept
06887235-n “traffic light" (Q8004)

Figure 1. Example of linking an object from VG to a concept
in Wikidata using Wordnet synset name. The Wikidata entity is
retrieved by the WordNet synset ID, which is converted from the
synset name using the NLTK package.

VG
annotation Synset Name
traffic_light.n.01

heuristically extract the name of the landmark. Then we
search for the Wikidata concept by this name. In Figure 2,
we extract the name Maria Magdalena kyrka, Stockholm
from the Wikimedia URL. With a simple SPARQL query,
we can search for the entity that links to the Wikimedia
Commons resource with this name.

GLDv2
annotation

Wikimedia URL
http://commons wikimedia.org/wiki/
Category:Maria_Magdalena_kyrka,

_Stockholm

]

Landmark Name
Maria Magdalena kyrka, Stockholm

SPARQL Wikidata Concept
"Maria Magdalena
Church” (Q3497031)

Figure 2. Example of linking a landmark from GLDv2 to a concept
in Wikidata. The Wikidata entity is retrieved by its name, which is
extracted from the Wikimedia URL in GLDv2.

Main Template and Sub-clause Template Crafting.
After connecting an object in the image to an entity in
the KB, referred to as the root concept, we begin gather-
ing multi-hop knowledge. Initially, we retrieve knowledge
around the root concept in the form of triplets. Each triplet
corresponds to a property and connects the root concept
to either a literal value or another concept. If the end of
a triplet is another concept, we continue gathering knowl-
edge for this one. This process of traversing through the
knowledge graph yields multi-hop knowledge. In practice,
we find that traversing up to three hops strikes a balance
between complexity and minimizing grammatical errors in
generated questions.

During the process of fetching knowledge from the KB,
we also collect all potential properties and manually created
templates for them, then add them to our template bank. It
is important to note that for each property, we only need to
predefine templates the first time our system encounters this
property. For instance, if a concept has the property “coun-
try”, we define templates for this property just once and add
to the bank. Subsequent concepts with the same property
can then reuse these templates from the bank. That means
the number of templates to be hand-crafted will gradually
decrease until all potential properties have corresponding
templates in our bank, at which point the question genera-
tion process becomes completely automatic.

Specifically, for each property, we define a main tem-

plate and an optional sub-clause template. Our template
bank consists of 182 main templates and 100 sub-clause
templates for 182 distinct properties. These numbers can
increase as our framework can be extended to include addi-
tional image sources and knowledge bases. Table | presents
a few examples in our template bank.

Property Templates
. (a) Who designed __ ?
architect
(b) the architect of __
(a) Who created __ ?
author
(b) the author of __
(a) In which country is __ located?
country
(b) where __ is located
height (a) How high is __.?
width (a) How wide is __?

(a) What is the official language of __?

official language
(b) the official language of __

(a) What is the currency of _.?

currency
(b) the currency of __
ital (a) What is the capital of __?
capita
P (b) the capital of __
th (a) Who is the mother of _.?
mother
(b) the mother of __
| £ birth (a) Where was __ born?
place of bi

(b) the place of birth of __

Table 1. Examples of predefined templates. For each property, we
define a (a) main template and an optional (b) sub-clause template.

1.3. Answer Distribution Balancing

To reduce the bias in the answer distribution, we iteratively
apply a balancing process following three criteria: (1) pre-
serving the relative size of head and tail; (2) maintaining the
frequency order; and (3) prioritizing the removal of answers
associated with a higher number of questions. The head
represents the group of questions with the most answers,
while the fail represents the group with the least. Figure 3
illustrates an example of the answer distribution before and
after applying the balancing process for 10 and 20 rounds.
Questions and answers are distributed into groups based on
the properties from which they were generated. While the
balancing process applies to all groups, we visualize only



the top 20 groups with the highest number of answers. For
each group, we also visualize only the top 10 most frequent
answers, in descending order. After 20 iterations, 26,100
questions were discarded, which is 33.4% of the total num-
ber of questions. The answer distribution became much
more balanced, with a few groups on the left side showing
the most noticeable improvement.

1.4. Dataset Splitting

Figure 4 shows the similarity in answer distribution between
the train set and test set. Here we also visualize top 10 most
frequent answers from the top 20 groups.

2. Dataset Analysis

In this section, we present more statistics of our dataset
and provide details of our user study conducted for ques-
tion quality evaluation.

2.1. Dataset Statistics and Examples

The latest version of ReasonVQA consists of nearly 4.2M
generated from 598K images, with 1.3M 1-hop questions,
2.8M 2-hop questions, and 5.4K 3-hop questions. Our
dataset statistics are shown in Table 2. Figure 5 illustrates
the distribution of questions by the first four words. Figure 6
presents multiple instances from ReasonVQA.

ReasonVQA ReasonVQA-U

# Images 598,525 13,326
# Questions 4,174,024 78,007
# 1-hop questions 1,358,634 23,767
# 2-hop questions 2,809,960 49,459
# 3-hop questions 5,430 4,781
# Unique questions 123,204 22,368
# Unique answers 73,068 9,103
# Unique choices 123,411 21,037
xffr.d(il)lestion length 9.77 9.62
Avg. answer length 153 1.49

(words)

Table 2. Some characteristics of our datasets in full version and
subset version.

2.2. Dataset Domains

As detailed in the main paper, we categorized questions into
20 domains, outlined as follows. Figure 7 visualizes the
domain distribution.

1. Places & Locations
e.g. Country where a place is located
2. Person & Institutions
e.g. Organization employing an individual
3. Temporal Concepts
e.g. Official opening date
4. Characteristics & Properties
e.g. Height of buildings or structures
5. Language & Cultural
e.g. Language officially recognized in a region
6. History & Events
e.g. Date or people associated with a historical event
7. Physical Geography
e.g. Capital city of a country
8. Politics & Ideologies
e.g. Head of government
9. Economics & Labor
e.g. Industry associated with an organization
10. Nature & Human Interaction
e.g. Water composition of a given area
11. Technology & Innovation
e.g. Manufacturer of a technological item
12. Science & Quantitative Analysis
e.g. Temperature or light range of an object
13. Health & Medicine
e.g. Symptoms associated with a condition
14. Education & Knowledge Systems
e.g. Institution where an individual was educated
15. Art & Creative Expressions
e.g. Collection housing an artistic work
16. Philosophy & Spiritual Beliefs
e.g. Entity or concept to which a church is dedicated
17. Media & Communication Systems
e.g. Number of episodes in a series
18. Environment & Sustainability
e.g. Inflow and outflow of lakes
19. Law & Justice Systems
e.g. Area of legal authority
20. Food & Nutrition
e.g. Caloric content of food or drink

2.3. Question Evaluation by User Study

To evaluate the quality of generated questions, we con-
ducted a user study with 1,000 randomly selected question
and image pairs. Twenty participants, all proficient in En-
glish as their primary language for work or study, assessed
the correctness of the answers and the naturalness of 50
randomly chosen questions each. For the naturalness, they
rated the questions on a four-level scale: (1) very unnatural,
(2) unnatural, (3) natural, and (4) very natural. Additionally,
they were also asked to mark any questions with grammat-
ical errors. The results indicated that 96% of selected an-
swers are correct, 2.2% of the questions were rated as “very
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Figure 3. The answer distribution for the unbalanced dataset (left) and the balanced datasets after 10 rounds (middle) and 20 rounds (right)
of the balancing process. We show the top 10 answers in the top 20 groups. The column height corresponds to the relative frequency of
each answer. The distribution started from being heavily biased to becoming more uniform.
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Figure 4. The answer distribution of the train and test set. The
same top 10 answers in the top 20 groups for the train set (top) and
test set (bottom). The column height corresponds to the relative
frequency of each answer.

unnatural,” 13.9% as “unnatural,” 58.1% as “natural,” and
25.8% as “very natural,’, with only 2.5% of the questions
had grammatical errors. The results are shown in Figure 8.

3. Experiments

In this section, we provide experimental details regarding
different dataset sizes. We also present the average accu-
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Figure 5. Distribution of questions by first four words

racies across domains, along with additional metrics for
the benchmarked models, including the Standard Deviation
(SD) and the Standard Error of the Mean (SEM). These
scores are further analyzed across various aspects of our
dataset.

3.1. Benchmark Results Across Dataset Sizes

To understand how models perform with varying dataset
sizes, we conducted experiments on seven models Mantis-
SigLIP [5], Mantis-Idefics2 [5], mPLUG-OwI3 [15], GPT-
4o [4], LLaVA-OV [8], Qwen2.5-VL [1], PaliGemma-2-
Mix [12] across a range of dataset sizes. In our experiments,
we aimed to investigate how model performance varies with
dataset size while controlling for sample difficulty. To this
end, we first divided the full dataset into three pools based



What is the range of this Who is the architect of this

lighthouse? stadium?
1 9 Raphael Estudio Lamela
12 5 Michelangelo Konstantin Melnikov

What material is the jacket that
the man is wearing made from?

Who invented the vehicle parked
next to the sidewalk?

Ferdinand Verbiest =~ Sergey Belyavsky clay woven fabric

Paul Otlet

Sally Floyd

flannel rag

e i

Which award did the inventor of
the appliance on the street
receive?

When was the creator of the
manufactured object hanging
from the ceiling born?

1886 1896 Academy Award for Eurovision Song Cor

1893 1890 Legion of Honour = 1980 Summer Olymj

What material is this statue made

What is the capital of the country

What is the architectural style of

from? this building?

velour synthetic fabric Han dynasty Art Nouveau

sheer fabric bronze Renaissance

Mughal

LSt e e =1

Who is the spouse of the person

where this house is located? who founded this castle?

Poznan Turin Manuel Bulnes Abraham Lincoln

Skopje Amsterdam José Joaquin Prieto Toku-hime

Where was the inventor of the Who created the covering on the

keyboard instrument next to the floor?
table born?
Finland England Buzz Aldrin El Greco
Hungary Padua Lucien Vlerick Douglas Adams

Figure 6. Some example questions and answers from ReasonVQA. The first row shows 1-hop questions, the middle row shows 2-hop
questions with the first two questions constructed by incorporating the scene graph, and the last row contains 3-hop questions.

on the number of hops. For each target dataset size (e.g.,
10k, 20k, ..., 80k samples), we randomly sampled exam-
ples from each pool proportionally, maintaining the same
ratio of as in the full dataset. This strategy ensures that each
subset reflects the overall difficulty distribution, enabling us
to evaluate how model performance scales with dataset size
without bias toward easier or harder samples. Figure 9 il-
lustrates the performance of various models across different
dataset sizes. We observe that as the dataset grows, model
performance initially improves but then declines with vary-
ing degrees of intensity. This decline likely occurs because
as new samples are introduced, they bring additional do-

main knowledge and more complex questions, which may
challenge the ability of models to maintain efficiency and
accuracy under the increased data load. This observation
suggests that integrating a wider variety of image sources
and knowledge domains could create a more demanding
benchmark, providing a more comprehensive assessment of
model robustness.

3.2. Benchmark Results Across Dataset Aspects

For a fine-grained analysis of our dataset, we evaluated the
accuracy of 13 large language models (LLMs) (BLIP-2 [9],
InstructBLIP [3], mPLUG-OwI2 [16], Idefics2 [7], Mantis-
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Figure 7. Distribution of questions across domains. Each question is categorized into specific domains based on the property from which

it was generated.
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Figure 8. Visualization of the user study for question naturalness
evaluation.

SigLIP [5], Mantis-Idefics2 [5], mPLUG-OwI3 [15], GPT-
40 [4], LLaVA-OV [8], Qwen2.5-VL [1], PaliGemma-
2 [13], PaliGemma-2-Mix [12], SmolVLM-Instruct [10])
across all domains, as shown in Figure 10. We observed
that Health & Medicine proved to be the most challenging
domain, achieving an average accuracy of only 20.7%. This
was closely followed by Art & Creative Expressions, with
an average accuracy of 22.5%. The most difficult ques-
tion types consistently involved numerical values, such as
inquiries about the area of a city. Furthermore, we com-
puted Standard Error of the Mean (SEM) and Standard De-
viation (SD) scores to better illustrate the variability within
our dataset, as presented in Table 3 and 4. Overall, the SD
values are relatively large, indicating a high degree of vari-
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Figure 9. Performance of models across different dataset sizes in
open-ended (solid lines) and multiple choice (dashed lines) sce-
narios, with accuracy reported.

ability in the model performances across different aspects
of our dataset. This variability indicates that ReasonVQA
poses significant challenges to the models, as large SD val-
ues typically reflect a high sensitivity to the diverse types
of samples or tasks within the dataset. At the same time,
the relatively low SEM values (ranging from 0.1% to 0.7%)
suggest that the mean accuracy scores for each model are
estimated with high precision, despite the substantial vari-
ability indicated by the SD. This highlights the presence of
considerable individual sample variability, with the mod-
els demonstrating inconsistent performance across different
subsets of the dataset.
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Figure 10. Average accuracy of models across domains.
Model Overall 1-hop 2-hop 3-hop SG no SG VG GLDv2
BLIP-2 31.3(0.1) | 31.3(0.2) 31.5(0.1) 16.3(0.2) | 16.6 (0.2) 32.1(0.1) | 16.6 (0.2) 32.1(0.1)
InstructBLIP 30.9 (0.1) | 28.6(0.2) 31.7(0.1) 16.1(0.2) | 18.7(0.2) 31.6(0.1) | 18.7(0.2) 31.6(0.1)
mPLUG-OwI2 17.2(0.1) | 17.6 (0.1) 17.1(0.1) 9.9(0.1) | 10.6 (0.1) 17.6 (0.1) | 10.6 (0.1) 17.6 (0.1)
Idefics2 31.4(0.1) | 28.5(0.2) 33.2(0.1) 18.0(0.3) | 20.4(0.2) 32.0(0.1) | 204 (0.2) 32.0(0.1)
Mantis-SigLIP 26.1(0.1) | 23.4(0.2) 28.0(0.1) 17.2(0.2) | 18.3(0.2) 26.9(0.1) | 183(0.2) 26.9(0.1)
Mantis-Idefics2 31.0(0.1) | 26.5(0.2) 33.7(0.2) 18.9(0.3) | 20.5(0.2) 31.8(0.1) | 20.5(0.2) 31.8(0.1)
mPLUG-OwI13 294 (0.1) | 26.2(0.2) 31.3(0.1) 17.2(0.2) | 20.4(0.2) 30.0 (0.1) | 20.4(0.2) 30.0(0.1)
LLaVA-OV 30.7 (0.1) | 29.2(0.2) 31.8(0.1) 18.4(0.3) | 184 (0.2) 31.3(0.1) | 184(0.2) 31.3(0.1)
Qwen2.5-VL 33.4(0.1) | 32.5(0.2) 33.8(0.2) 17.2(0.2) | 20.6 (0.2) 33.7(0.1) | 20.6 (0.2) 33.7(0.1)
GPT-40 33.0(0.1) | 31.0(0.2) 33.0(0.2) 17.8(0.3) | 21.2(0.2) 32.4(0.1) | 21.2(0.2) 32.4(0.1)
PaliGemma-2 24.7(0.1) | 22.5(0.2) 26.1(0.1) 12.1(0.2) | 11.8(0.1) 25.3(0.1) | 11.8(0.1) 25.3(0.1)
PaliGemma-2-Mix | 31.6 (0.1) | 30.0 (0.2) 32.9(0.1) 18.9(0.3) | 19.3(0.2) 32.4(0.1) | 193(0.2) 32.4(0.1)
SmolVLM 15.7 (0.1) | 15.5(0.2) 15.3(0.1) 8.7(0.2) | 10.8(0.2) 15.8(0.1) | 10.8(0.2) 15.8(0.1)

Table 3. SD and SEM scores across various models on our datasets in the zero-shot open-ended scenario. The accuracies are computed
using the semantic similarity string-matching method. SD scores are highlighted in bold, with SEM scores provided in parentheses. “SG”
refers to scene graph. “VG” and “GLDv2” refer to Visual Genome and Google Landmarks Datasets v2 respectively.



Model Overall 1-hop 2-hop 3-hop SG no SG VG GLDv2

BLIP-2 479(0.2) | 43.7(03) 48.4(0.2) 46.5(0.7) | 489 (0.5) 47.0(0.2) | 48.9(0.5) 47.0(0.2)
InstructBLIP 47.6 (0.2) | 44.7(0.3) 47.4(0.2) 43.8(0.6) | 48.6 (0.5) 46.4(0.2) | 48.6 (0.5) 46.4 (0.2)
mPLUG-OwI2 475(0.2) | 44.6(0.3) 47.8(0.2) 48.6(0.7) | 49.8(0.5) 46.7(0.2) | 49.8(0.5) 46.7 (0.2)
Idefics2 46.4 (0.2) | 41.7(0.3) 46.5(0.2) 45.2(0.7) | 49.2(0.5) 44.8(0.2) | 49.2(0.5) 44.8(0.2)
Mantis-SigLIP 46.7 (0.2) | 42.8(0.3) 46.7(0.2) 44.0(0.6) | 48.9(0.5) 45.2(0.2) | 48.9(0.5) 45.2(0.2)
Mantis-Idefics2 46.4 (0.2) | 419 (0.3) 46.3(0.2) 42.3(0.6) | 48.4(0.5) 44.7(0.2) | 48.4(0.5) 44.7(0.2)
mPLUG-Ow13 46.3(0.2) | 42.6 (0.3) 46.3(0.2) 47.4(0.7) | 49.7(0.5) 45.0(0.2) | 49.7 (0.5) 45.0(0.2)
LLaVA-OV 49.5(0.2) | 48.3(0.3) 49.7(0.2) 48.2(0.7) | 49.5(0.5) 49.3(0.2) | 49.5(0.5) 49.3(0.2)
PaliGemma-2 35.4(0.1) | 40.6 (0.3) 32.5(0.1) 33.0(0.5) | 33.1(04) 35.6(0.1) | 33.1(0.4) 35.6(0.1)
PaliGemma-2-Mix | 47.5(0.2) | 42.0(0.3) 48.0(0.2) 44.1(0.7) | 47.1(0.5) 46.1(0.2) | 47.1(0.5) 46.1(0.2)

Table 4. SD and SEM scores across various models on our datasets in the zero-shot multiple choice scenario. SD scores are highlighted
in bold, with SEM scores provided in parentheses. “SG” refers to scene graph. “VG” and “GLDv2” refer to Visual Genome and Google
Landmarks Datasets v2 respectively.
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