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Figure 1. (a) Architectures of Atmospheric Light Encoder (ALE)
and Transmission Maps Encoder (TME). (b) Architectures of Con-
tent Encoder (CE). (c) Architectures of Rehazing Encoder (RE).

1. Justifying why haze patterns are easy to
learn

To validate this observation, we compare the dehazing
and rehazing performances using the FocalNet backbone.
Trained on NH-Haze20, FocalNet learns dehazing (hazy-
to-clean) and rehazing (clean-to-hazy) tasks. The training
PSNR is 25.62 dB for dehazing and 30.33 dB for rehaz-
ing, indicating learning haze patterns is easier than restoring
clean content.

2. Architectures of ALE, TME, CE, and RE
In Figure 1, we provide the architectures of Atmospheric
Light Encoder (ALE), Transmission Maps Encoder (TME),
Content Encoder (CE), and Rehazing Encoder (RE). The
ALE, TME, and CE encoders all adopt a four-stage struc-
ture with channel sizes of 16, 32, 64, and 128, respectively.
In the first three stages, each encoder consists of a convo-
lutional layer followed by two ResBlocks, while the final
stage has a convolutional layer followed by six ResBlocks.
For ALE and TME, the ReLU activation function is applied
at the end of the encoder to guarantee positive output val-
ues for the atmospheric light and transmission magnitude,
as shown in Figure 1 (a). In contrast, for CE, we use the
Leaky ReLU activation function at the end of the encoder to
preserve more content information, as depicted in Figure 1
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Figure 2. Illustration of PHDT-based hazy image augmentation.
Beyond generating the haze-transferred image, we can vertically
flip FTM to augment image A, rotate FTM to augment image B,
and invert FTM using 1 - FTM to augment image C.

(b). For RE, as shown in Figure 1(c), we use a four-stage
structure with channel sizes of 128, 64, 32, and 16, respec-
tively. The first stage consists of six ResBlocks followed by
a convolutional layer, while the last three stages stack two
ResBlocks, followed by a convolutional layer.

3. Image Counts in the Fine-tuning Sets
As mentioned in Section 3.4, we use PHATNet to transfer
haze patterns from hazy images {ĨHi }Mi=1 in the target do-
main to haze-free images {ICj }Nj=1 in the source domain,
producing a domain-specific fine-tuning set S = {ĨOi,j , ICj }
with a total of M ×N training pairs.

In Setting1, we use NHHaze20, with 50 haze-free im-
ages, as the source domain and NH-Haze21, HD-NH-Haze,
DenseHaze, I-Haze, O-Haze, and RTTS datasets as target
domains, with 25, 40, 55, 30, 40, 4322 hazy images, respec-
tively. We generate 1, 250, 2, 000, 2, 750, 1, 500, 2, 000,
and 216, 100 haze-transferred images for NH-Haze21, HD-
NH-Haze, DenseHaze, I-Haze, O-Haze, and RTTS datasets,
respectively.

In Setting2, we use HD-NH-Haze, with 35 haze-free im-
ages, as the source domain and NH-Haze20, NH-Haze21,
DenseHaze, I-Haze, O-Haze, and RTTS datasets as target
domains, with 55, 25, 55, 30, 40, 4, 322 hazy images, re-
spectively. We generate 1, 925, 875, 1, 925, 1, 050, 1, 400,

1



and 151, 270 haze-transferred images for NH-Haze20, NH-
Haze21, DenseHaze, I-Haze, O-Haze, and RTTS datasets,
respectively.

4. Discussions of hazy image augmentation
In Figure 2, we manipulate the haze-transferred images in
the ASM parametric domain to create additional target-
domain hazy images. We adjust the haze distribution by
modifying the transmission-map features FTM to generate
augmented images with varying haze effects. Specifically,
we vertically flip FTM to create vertically flipped haze, as
shown in Augmented Image A, , or rotate FTM to produce
rotated haze, as illustrated in Augmented Image B. When
applying the inverse transmission-map features F̃TM = 1 -
FTM, the resulting hazy image appears noticeably less real-
istic, as shown in Augmented Image C. This occurs because
the inverse transmission features in originally haze-free re-
gions approach zero, resulting in an overly uniform haze
effect that lacks the diffused, misty, and naturally irregular
characteristics of real haze. Consequently, synthesizing re-
alistic hazy images by manually defining haze distributions
remains a significant challenge.

5. Discussions of using a limited amount of
training data

While PHATNet is optimized using a limited number of
hazy-clean image pairs, the training hazy images effectively
capture diverse hazy patterns due to the high regularity and
smoothness of real haze in the ASM parametric domain.
To address the greater diversity of scene content, we fur-
ther enhance the training process by incorporating unpaired
haze-free images through the Content-Leakage (CL) loss.
This approach significantly augments the training dataset,
ensuring ample samples to fine-tune PHATNet and enhance
its overall performance.

6. Visualization results of dehazed images
We present dehazed images produced with and without us-
ing PHATNet-augmented data under Setting1 in Figures 3
to 10 and under Setting2 in Figures 11 to 18. For Set-
ting1, we present dehazed results of FocalNet [7] on HD-
NH-Haze [6] and RTTS [10] datasets in Figures 3 and 4,
dehazed results of Dehamer [9] on HD-NH-Haze [6] and
RTTS [10] datasets in Figures 5 and 6, dehazed results of
MITNet [11] on NH-Haze21 [5] and RTTS [10] datasets in
Figures 7 and 8, and dehazed results of SGDN [8] on NH-
Haze21 [5] and RTTS [10] datasets in Figures 9 and 10.
For Setting2, we present dehazed results of FocalNet [7] on
NH-Haze20 [4] and RTTS [10] datasets in Figure 11 and
Figure 12, dehazed results of Dehamer [9] on I-Haze [1]
and DenseHaze [3] in Figure 13 and RTTS [10] datasets in
Figure 14, dehazed results of MITNet [11] on O-Haze [2]

and RTTS [10] datasets in Figures 15 and 16, and dehazed
results of SGDN [8] on O-Haze [2] and RTTS [10] datasets
in Figures 17 and 18. These visualization results showcase
PHATNet’s capability to enhance visual quality for domain
adaptation.

7. Results of haze-transferred images
We present haze-transferred images under Setting1 in Fig-
ure 19 and under Setting2 in Figure 20. PHATNet effec-
tively transfers haze patterns to various haze-free images,
generating hazy images with consistent haze patterns but
different content. This demonstrates PHATNet’s ability to
reliably transfer haze patterns across different haze-free im-
ages.
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Figure 3. Qualitative results of FocalNet [7] on HD-NH-Haze [6] dataset.
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Figure 4. Qualitative results of FocalNet [7] on RTTS [10] dataset.
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Figure 5. Qualitative results of Dehamer [9] on HD-NH-Haze [6] dataset.
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Figure 6. Qualitative results of Dehamer [9] on RTTS [10] dataset.



Hazy Image Haze-free Image

Baseline +PHATNet

Hazy Image Haze-free Image

Baseline +PHATNet
Figure 7. Qualitative results of MITNet [11] on NH-Haze21 [5] dataset.
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Figure 8. Qualitative results of MITNet [11] on RTTS [10] dataset.
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Figure 9. Qualitative results of SGDN [8] on NH-Haze21 [5] dataset.
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Figure 10. Qualitative results of SGDN [8] on RTTS [10] dataset.
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Figure 11. Qualitative results of FocalNet [7] on NH-Haze20 [4] dataset.
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Figure 12. Qualitative results of FocalNet [7] on RTTS [10] dataset.
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Figure 13. Qualitative results of Dehamer [9] on I-Haze [1] and DenseHaze [3] datasets.
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Figure 14. Qualitative results of Dehamer [9] on RTTS [10] datasets.
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Figure 15. Qualitative results of MITNet [11] on O-Haze [2] datasets.
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Figure 16. Qualitative results of MITNet [11] on RTTS [10] datasets.
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Figure 17. Qualitative results of SGDN [8] on O-Haze [2] dataset.
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Figure 18. Qualitative results of SGDN [8] on RTTS [10] dataset.
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Figure 19. Qualitative results of haze-transferred images. We transfer haze patterns from HD-NH-Haze [6] to haze-free images from
NH-Haze20 [4].
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Figure 20. Qualitative results of haze-transferred images. We transfer haze patterns from NH-Haze21 [5] to haze-free images from HD-
NH-Haze [6].
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