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Supplementary Material

A. Additional Implementation Details

We utilize Phi-2 [14] with 2.7B parameters as our Large Lan-
guage Model, SigLIP [48] as our CLIP Encoder, Swin-B [27]
as our Visual Encoder, and pre-trained Maks2Former [5] as
our Segmentation Decoder. We keep both CLIP Encoder and
Visual Encoder frozen while applying LoRA [13] with the
rank of 8 to finetune the Large Language Model. In contrast,
the OVP, VMTF, and Segmentation Decoder components are
fully finetuned. We use AdamW optimizer with the learning
rate and weight decay set to 0.00004 and 0, respectively.
In addition, we adopt Cosine Decay for the learning rate
schedule, where the warmup steps are set to 1680.

B. Segmentation Decoder Structure

We illustrate the architecture of the segmentation decoder
module in Fig. 5. Consistent with previous methods [5, 51],
our approach integrates both a pixel decoder and a trans-
former decoder to extract pixel-level visual information and
instance-level object information. Distinctively, we compute
the similarity between mask embeddings and multi-grained
text embeddings to derive mask scores, which are then uti-
lized for the selection of mask proposals.
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Figure 5. The structure of the Segmentation Decoder module.
Following [5], we adopt the pixel decoder and transformer decoder
to excavate pixel-level visual information and instance-level object
information. In contrast, we calculate the similarity between mask
embeddings and multi-grained text embeddings as the mask scores
for mask proposals’ selection.

C. Different Numbers of Mask Tokens

In this section, we evaluate the performance of different
numbers of mask tokens used in InstructSeg. As shown in
Tab. 10, InstructSeg exhibits stronger reasoning and segmen-
tation capability as the numbers of mask tokens increase.
A greater number of mask tokens provides more candidate
mask proposals and retains richer semantic information from
the pre-trained decoder.
Why Multiple masks? Firstly, our decoder generates multi-
ple masks and their corresponding mask scores. This design
allows our model to fully utilize the semantic information
and segmentation capabilities of pre-trained segmentation
predictors such as Mask2Former [5] (like SAM [17] used
in VISA [45]). Secondly, our paradigm can be easily ex-
tended in the future to process multiple objects in refer-
ring and reasoning segmentation tasks even combined with
instance-level tasks, enabling it to handle more challenging
and realistic scenarios. Finally, multiple masks can also
bring significant performance enhancement as illustrated in
Tab. 10

Table 10. Analysis of different numbers of mask tokens.

Mask Tokens RefCOCO val ReVOS
cIoU J&F

2 81.4 46.0
5 81.9 46.6
10 82.7 47.1
50 84.5 50.4

100 85.8 51.9

D. Task-specific Instructions Design

In this section, we illustrate the text prompt with task-specific
instructions for all the Instructed Visual Segmentation tasks.
As shown in Tab. 11, we design different instruction tem-
plates for all four segmentation tasks along with correspond-
ing text prompts.

E. More Qualitative Results

E.1. Referring Expression Segmentation (Image-

level)

Fig. 6 shows the visualization of InstructSeg on referring
segmentation task.



Table 11. Task-specific language instructions for all the Instructed Visual Segmentation tasks..

Task Visual Type Dataset Instruction Template Text Prompt

Referring Expression Segmentation Image RefCOCO/+/g You need to perform Referring Expression Segmentation
on the image according to the Text Prompt. "A baseball catcher with an open mitt"

Reasoning Segmentation Image ReasonSeg You need to perform Reasoning Segmentation
on the image according to the Text Prompt.

"The person who appears to have
already won in the battle"

Referring Video Object Segmentation Video Ref-YouTube-VOS, etc. You need to perform Referring Video Object Segmentation
on the video according to the Text Prompt. "A duck is held by a person with her both hands"

Reasoning Video Object Segmentation Video ReVOS You need to perform Reasoning Video Object Segmentation
on the video according to the Text Prompt. "Which person is in the leading position?"

A banana in between two other bananas, wearing 
a pair of eyeglasses

2nd from right a baby with eyes open, looking into the camera a baby zebra walking in front of another zebra

a baseball player in a batting helmet about to run A bear is looking into the distance A black couch positioned in front of the TV A black Dell laptop

A blonde haired girl eating food from her right 
hand

A bunch of apples in a sack A cat is taking rest on a towel A chair rests at a desk in front of a computer 
monitor

Figure 6. Qualitative results of InstructSeg’s capability in referring expression segmentation.

E.2. Reasoning Segmentation (Image-level)

Fig. 7 presents the effectiveness of our InstructSeg in under-
standing the complex question and performing segmentation
according to the reasoning process.

E.3. Reasoning and Referring Video Object Seg-

mentation (Video-level)

Fig. 8 shows the effectiveness of InstructSeg in comprehend-
ing both the reasoning questions and temporal coherence.
InstructSeg is capable of producing segmentation masks that
maintain consistency across temporal sequences.



A bride and groom often walk together down the 
aisle during a wedding ceremony. What object in 
the picture is the bride most likely holding during 

this moment?

a car with a color that is closer to lipstick color

During the move, what object can be used to 
store and transport various sundries and small 

household items, which is sturdy and relatively 
easy to carry?

Fishing is a popular activity for relaxation and 
leisure. What tool is the man in the picture using 

to catch fish?

In a graduation ceremony, it is a tradition for the 
graduates to wear a specific type of clothing to 

signify their achievement. What item of clothing 
can be seen in the picture that is commonly worn 

by graduates?

If a person wants to watch TV or a movie, which 
furniture is the most suitable for them to sit and 

watch?

In ancient times, people used different methods 
to measure time during the day. What object in 

the picture could have been used as a 
timekeeping device based on the position of the 

sun?

Many people use bags to carry their belongings 
when they go out. What part of the bag in the 

picture can be used to carry the bag comfortably 
over the shoulder?

Figure 7. Qualitative results of InstructSeg in reasoning segmentation.

What is the breed of dog known for its intelligence and 
versatility in various roles? Which portable computer(s) can be used for daily office work?

ReasonVOS 

a brown kangaroo is on the green grass looking behind a rabbit jumps in to the cage

R-VOS 

Which marker(s) with a white barrel and black cap are in the top 
left corner of the frame? Which cat(s) has yellow and white fur?

ReasonVOS 

a small grey shark swimming under a scuba diver a knife cover on the left hand side of a knife

R-VOS 

Figure 8. Qualitative results of InstructSeg demonstrate its capability in the complex reasoning video object segmentation task and referring
video object segmentation task.
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