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The following materials are provided in this supplementary file:
• User study;
• Compatibility with InstructPix2Pix [1];

1. User study
To further validate the effectiveness of 3DGS [6] scene editing method introduced in Sec. 5.2, we conducted a user study
based on 20 sets of multi-view editing results. Each set comprises the editing outputs of different methods applied to the
same 3D scene under identical text prompts. The outputs within each set consist of multiple views to reflect better the
spatial consistency and overall visual quality of the edits. A total of 24 volunteers participated in the study, evaluated with
Overall Quality and 3D Consistency. As shown in Fig. 1, 67.71% of users preferred our method for overall quality, while
72.50% favored it for 3D consistency. These results indicate a strong user preference for our approach and further validate
its superiority in spatially consistent 3D edits.
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Figure 1. User study results.
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2. Compatibility with InstructPix2Pix
Note that IGS2GS [8], GSEditor [4], and DGE [3] adopt the InstructPix2Pix [1] as their editing backbone, while VcEdit [9]
employs the InfEdit [10]. To ensure a fair comparison and demonstrate the robustness of our approach across different
diffusion frameworks, we conduct experiments using both InstructPix2Pix and InfEdit for our method. We experiment by
replacing InfEdit with InstructPix2Pix in our method. Using InstructPix2Pix, the accuracy is 0.2265 in CLIP Similarity [7],
0.1416 in CTIDS [2], and 0.8424 in CDC [5], showing our method outperforms these baselines in the three metrics. Qualita-
tive results in Fig. 2 show the effectiveness of our method on InstructPix2Pix.
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Figure 2. Results based on InstructPix2Pix.
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