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Figure .1. The accuracy scores of perception-MCQ and
behavior-MCQ under different visual inputs. The results are

from DriveLM-Agent [19]. No Pix. and No Fea. denote zero im-
age pixels and zero visual features, respectively. We observe that
the unbalanced dataset can severely impair the VLM fine-tuning
and evaluation process, as No Fea. achieves over 90% accuracy
without any visual information.

A. Benchmark Study
In this section, we include detailed information on the
dataset distribution of the representative driving-with-
language dataset. These datasets advance the development
of driving with language models.

A.1. DriveLM-nuScenes
We visualize the dataset distribution in perception-MCQs
and behavior-MCQs in the DriveLM-nuScenes dataset [19],
as shown in Fig. A.1 and Fig. A.2, respectively. In
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Figure A.1. The perception-MCQ distributions in DriveLM-
nuScenes [19]. Going Ahead dominates both the training and test-
ing data, leading to severe bias for both training and evaluation.
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Figure A.2. The behavior-MCQ distributions of steering and
speed in DriveLM-nuScenes [19]. The majority of actions of ve-
hicle behaviors are “Going Ahead”, which has also been noted in
[12].

perception-MCQs, “Going Ahead” dominates both the
training and testing set, while in behavior-MCQs, the major-
ity of choices for vehicle behaviors are “Going Straight”,
which is also shown in [12].

We find that highly imbalanced data can cause several
problems. When fine-tuning VLMs on this dataset, the
model tends to memorize the majority of choices and thus
answer with them during inference, even if the visual cues
are absent, as shown in Fig. .1. The model tends to pre-
dict the majority choice even when visual information is
completely absent, indicated by No Pixel and No Feature.
Along with the bias of the choice distribution, DriveLM-
Agent [19] without any visual input can achieve over 90%
accuracy on perception-MCQs.

Furthermore, the dataset mainly adopts language metrics
[13, 17] and naive GPT score: prompt with only the answer
and ground truth, for evaluation. Our results in the main pa-
per also show the limitations of these metrics in evaluating
language-based driving decisions. More analysis on metrics
can also be found in Sec. E.3.

A.2. BDD-X

To show the general existence of the limitations of existing
benchmarks, we also study the BDD-X [7] dataset as shown

in Fig. A.3. We observe similar limitations to those in the
DriveLM-nuScenes [19] dataset, where the data is highly
imbalanced. Most actions of the car are “Stop” or “Going
Ahead”, where the random guessing of VLMs can achieve
high accuracy since we’ve shown they potentially guessed
the answer based on common knowledge and general case
in the main paper. The observation shows that the limita-
tions observed in our work are not individual but general
drawbacks of existing driving-with-language benchmarks.

B. Benchmark Setup

In this section, we elaborate in detail on the procedures and
protocols used to establish the DriveBench in this work.

B.1. Benchmark Construction
We detailed the benchmark construction process in this
section. Our DriveBench is primarily inspired by Driv-
eLM [19] given its impact and representativeness. Given
its public availability, we subsample 200 keyframes from
the DriveLM-nuScenes [19] training dataset by more bal-
anced sampling and eliminating over-challenging cases
even for humans, as discussed in the main paper. These key
frames are selected to balance the ground truth distribution,
which can more accurately reflect the model’s performance
and prevent bias in most common cases (e.g., “Going
Ahead”) from dominating the accuracy evaluation. The fi-
nal perception-MCQs and behavior-MCQs distribution can
be seen in Fig. B.1. Our dataset shows a more balanced
distribution of the MCQ choices compared to the original
DriveLM-nuScenes [19]. Meanwhile, we still prioritize the
common choice (e.g., “Going ahead” in perception-MCQs
and “Going Straight” in behavior-MCQs) given they are
more common in real-world driving scenarios.

Each keyframe has multiple questions related to differ-
ent tasks, spanning perception, prediction, planning, and
behavior. For each task, we follow the question type de-
sign in DriveLM [19], including multiple-choice questions
(MCQs) and visual question answering (VQAs), as shown
in Tab. A. When evaluating corruption awareness, we add
information about corruption context to the question and
modify the answer accordingly if necessary. We generate
the corruption-related question-answering pairs by prompt-
ing GPT-4 based on original QA pairs, which we refer to as
the robustness dataset, as shown in Tab. B. The corruption-
related question is generated for each corruption type. For
Camera Crash and Frame Lost, we design questions
asking how many camera sensors fail beyond the corruption
identification tasks.

B.2. Corruption Definitions
In this section, we detailed our settings for generating im-
age corruption. DriveBench encompasses five distinctive
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Figure A.3. BDD-X dataset [7]: detailed distribution of car actions. Only the actions with a frequency larger than 80 are visualized. The
Stop actions and Turn actions are highlighted. We observe a similar data distribution in balance to that in DriveLM [19], where turning
actions only account for a small portion of all actions.
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Figure B.1. The data distributions in DriveBench. Our dataset
shows a more balanced distribution of the MCQ choices compared
to the original DriveLM-nuScenes dataset [19].

Table A. Detailed distribution of the curated benchmark dataset.
The data contains 200 keyframes in total where each keyframe has
multiple driving tasks and questions.

# Driving Task Question Type # Samples Total

◦ Perception MCQ & VQA 400

1,261◦ Prediction VQA 61

◦ Planning VQA 600

◦ Behavior MCQ 200

corruption categories, each with multiple different types of
corruptions reflecting the real-world scenarios.

• Weather & Lighting Conditions (5 Types):
The simulations of diverse environmental weather and
lighting conditions are used in the driving scenarios. In
this benchmark, we include the 1Brightness, 2Dark,
3Snow, 4Fog, and 5Rain corruptions.

• External Disturbances (2 Types):

Table B. Detailed distribution of the proposed robustness bench-
mark dataset. The total number is summed across all the corrup-
tion types. “Corrupt. Rec.” represents corruption recognition,
which asks the model to identify the current corruption types.
“Corrupt. Desc.” represents questions related to the description
of the current corrupted environment. The dataset is mainly used
for evaluating corruption awareness of VLMs. In the main paper,
we only use Corrupt.Rec-MCQs given the page limits.

# Driving Task Question Type # Samples Total

◦ Corrupt. Rec. MCQ 4, 000

◦ Perception MCQ & VQA 5, 475
19,237◦ Prediction VQA 799

◦ Planning VQA 5, 999

◦ Corrupt. Desc. CAP 3, 000

The simulations of situations where camera lenses are
occluded by external objects or stains. In this bench-
mark, we include the 6Water Splash and 7Lens
Obstacle corruptions.

• Sensor Failures (3 Types):
The simulations of sensor failures. In this benchmark,
we include the 8Camera Crash, 9Frame Lost, and
10Saturate corruptions.

• Motion Blurs (2 Types):
The simulations of the blurs caused by the ego vehicle’s
high-speed motion. In this benchmark, we include the
11Motion Blur and 12Zoom Blur corruptions.

• Data Transmission Errors (3 Types): The simu-
lations of the errors happening during the video trans-
mission process. In this benchmark, we include
the 13Bit Error, 14Color Quantization, and
15H.265 Compression corruptions.
All the 15 corruption types are generated by applying
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high-fidelity image processing algorithms developed in pre-
vious works [8, 9, 22, 24]. Here, we detail how each cor-
ruptions are synthesized as follows:

• 1Brightness: Adjusts the brightness values of the
camera images by scaling pixel intensity upwards.

• 2Dark: Simulates low-light conditions by scaling down
the image’s brightness using a gamma-adjusted mapping.
Additionally, it introduces Poisson noise to mimic photon
shot noise and Gaussian noise to simulate sensor noise.

• 3Snow: Generates a synthetic snow layer using random
noise, applies motion blur to simulate falling snow, and
blends it with the original image.

• 4Fog: Simulates fog by blending a fractal noise-based
fog layer over the image.

• 5Rain: Adds streak-like artifacts to the image, created
through line patterns combined with motion blur, to sim-
ulate rain.

• 6Water Splash: Simulates water splashes by overlay-
ing transparent circular droplet patterns on the image, fol-
lowed by a Gaussian blur to mimic water distortion ef-
fects.

• 7Lens Obstacle: Creates lens obstruction effects by
blending blurred and unblurred regions of the image using
a randomly placed and shaped elliptical mask to emulate
obstructions on the lens surface.

• 8Camera Crash: Simulates a camera crash by replac-
ing the affected image frames with black frames, repre-
senting a complete loss of data for specific viewpoints or
cameras.

• 9Frame Lost: Emulates frame loss by randomly set-
ting some frames to black, indicating partial data corrup-
tion or a temporary transmission failure.

• 10Saturate: Modifies the image’s color saturation by
manipulating the saturation channel in the HSV color
space, either enhancing or reducing the vibrancy of col-
ors.

• 11Motion Blur: Applies a linear motion blur to the
image, simulating movement during exposure, with the
blur radius and direction determined by severity.

• 12Zoom Blur: Applies a radial zoom effect to the im-
age, creating a focused blur that simulates rapid move-
ment toward or away from the lens, controlled by sever-
ity.

• 13Bit Error: Introduces random bit-level noise in the
image data, mimicking digital corruption, with severity
influencing the extent of errors.

• 14Color Quantization: Reduces the image’s color
palette to a limited set of levels, simulating low-quality
color quantization, where severity controls the number of
colors.

• 15H.265 Compression: Applies heavy H.265 video
compression artifacts to the image, with severity increas-
ing the compression level and artifact visibility.

Figure B.2. The word cloud collected from the QA pairs in the
proposed benchmark, highlighting the main focus on different au-
tonomous driving tasks in DriveBench. The larger the font size,
the higher the frequency of occurrence.

B.3. Overall Statistics
The results in the main paper are based on the curated
datasets, which contain 1, 261 questions; the detailed dis-
tribution of the questions is shown in Tab. A. Specifically,
each keyframe has two perception questions: one for MCQ
and the other for VQA, four VQA questions for the planning
task, and one behavior MCQ for the behavior task. In terms
of the prediction task, not all keyframes have corresponding
prediction questions. The word cloud of the dataset can be
seen in Fig. B.2.

C. Additional Implementation Details

In this section, we provide more details in terms of imple-
mentations and evaluation to facilitate the reproduction of
this work.

C.1. VLM Configurations
• GPT-4o [2], developed by OpenAI, offers GPT-4-level

intelligence with enhanced speed and multimodal capa-
bilities, including voice, text, and image processing. It
is designed to provide faster and more efficient responses
across various applications.

• Phi-3 [1] is a language model developed by Microsoft,
focusing on efficiency and performance in natural lan-
guage understanding and generation tasks. It is designed
to handle a wide range of applications, from conversa-
tional agents to content creation.

• Phi-3.5 [1] is an advanced version of Microsoft’s Phi se-
ries, offering improved reasoning and mathematical capa-
bilities comparable to larger models like GPT-4o. It main-
tains efficiency while managing complex AI tasks across
different languages.

• LLaVA-1.5 [14] is an open-source large multimodal
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model that integrates vision and language understanding.
With 13 billion parameters, it achieves state-of-the-art
performance across multiple benchmarks, rivaling mod-
els like GPT-4.

• LLaVA-NeXT [15] is an evolution of the LLaVA series,
enhancing multimodal capabilities by supporting multi-
image, video, and 3D tasks within a unified large lan-
guage model. It achieves state-of-the-art performance on
a wide range of benchmarks, demonstrating strong video
understanding through task transfer from images.

• InterVL [5] is an open-source multimodal dialogue
model developed by OpenGVLab. It closely approxi-
mates the performance of proprietary models like GPT-
4o, excelling in tasks that integrate visual and linguistic
information, such as visual question answering and im-
age captioning.

• Oryx [6] is a unified multimodal architecture created by
researchers from Tsinghua University and Tencent. It is
designed for spatial-temporal understanding of images,
videos, and multi-view 3D scenes, offering on-demand
processing of visual inputs with arbitrary spatial sizes and
temporal lengths.

• Qwen2-VL [3, 20] is a large language model developed
by Alibaba Cloud, available in both chat and pre-trained
versions. It delivers high-quality language generation and
understanding capabilities, optimized for tasks requiring
nuanced comprehension and generation of human lan-
guage.

• DriveLM-Agent [19] is a model from OpenDriveLab tai-
lored for autonomous driving applications, focusing on
graph-based visual question answering. It addresses chal-
lenges in driving scenarios by integrating language un-
derstanding with visual perception, enhancing decision-
making processes in autonomous systems.

• Dolphins [16] is a multimodal language model developed
by NVIDIA for driving applications. It adeptly processes
inputs such as video data, text instructions, and historical
control signals to generate informed outputs, facilitating
a comprehensive understanding of complex driving sce-
narios.

C.2. VLM Prompts
We use the default system prompt for all the candidate
VLMs if not specified, as shown in Fig. C.1. We prompt
the VLMs to explain for MCQs to facilitate the GPT evalu-
ation based on their explanations, as discussed in the main
paper.

C.3. GPT Evaluations Prompts
We include the detailed prompt we used for GPTcxt evalu-
ation. We use the prompt to evaluate perception-MCQs as
shown in Fig. G.1. Given the ground truth is a single choice
(e.g., answer: “A”), the DESC is used to prompt context in-

You are a smart autonomous driving assistant responsible
for analyzing and responding to driving scenarios. You are
provided with up to six camera images in the sequence [CAM
FRONT, CAM FRONT LEFT, CAM FRONT RIGHT, CAM
BACK, CAM BACK LEFT, CAM BACK RIGHT]. Each
image has normalized coordinates from [0, 1], with (0, 0) at

the top left and (1, 1) at the bottom right.

Instructions:
1. Answer Requirements:
• For multiple-choice questions, provide the selected answer

choice along with an explanation.

• For “is” or “is not” questions, respond with a “Yes” or “No”,
along with an explanation.

• For open-ended perception and prediction questions, related
objects to the camera.

2. Key Information for Driving Context:
• When answering, focus on object attributes (e.g., categories,

statuses, visual descriptions) and motions (e.g., speed, ac-
tion, acceleration) relevant to driving decision-making

Use the images and coordinate information to respond accu-
rately to questions related to perception, prediction, planning,
or behavior, based on the question requirements.

Figure C.1. VLM inference system prompt.

formation for a more accurate evaluation of the VLM expla-
nation beyond the choice (e.g., the specified object is a black
sedan). Limited to the current drive-with-language dataset,
we extract the natural language description of critical ob-
jects in the current environment to provide more context in-
formation, e.g., if the identified object in the explanation is
wrong, the score will be lower given the rubrics.

The prompt for the perception-VQA is shown in
Fig. G.2. Since the ground truth for perception-VQA al-
ready included the visual description and moving status of
important objects, we only prompt with PRED and GT with
detailed rubrics.

C.4. Human Evaluations

In this section, we elaborate in more detail on how we con-
duct the human evaluation experiments in our benchmark.
Procedures. Considering the large number of questions in
the dataset, we subsample 15 out of 200 keyframes from
our curated dataset. To ensure no overlaps between differ-
ent corruptions (i.e. different corruptions apply to the same
images), which might cause information leakage, we lower
the probability if the same keyframes are sampled before.
Then, we design a user interface for human evaluation, fo-
cusing on perception-MCQs and behavior-MCQs. The in-
terface is shown in Fig. G.5. The same as evaluating VLMs,
we only prompt single-view images if the questions are re-
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lated to only one of the cameras.
Ethic Declaration. According to the Federal Policy of Hu-
man Subjective Research1, our research involves conduct-
ing anonymous visual recognition tasks, where participants
respond to questions about visual stimuli without any in-
terventions or demographic data collection. It qualifies for
Exempt Research 2(i)2 because it solely involves survey-
like procedures with no physical or psychological risks to
participants. Specifically, it meets the requirements of Ex-
empt Research 2(i) as the data is recorded in a manner en-
suring that participants’ identities cannot be readily ascer-
tained, directly or through linked identifiers. It does not
fall under Exempt Research 2(ii) or 2(iii) because no iden-
tifiable information is recorded, and no IRB review is re-
quired to ensure these protections. We also submit IRB re-
view records to the corresponding institutions and receive
the official confirmation of IRB review exemption.

C.5. Denoise Model Training
Experiment Setups. In this work, we choose AirNet [10]
as a tool for denoising without losing the generality of the
tool choice. For model training, we sample 100 keyframes
in the nuScenes [18] training set, each keyframe composed
of 6 camera views. Therefore, we have 600 images with
resolution 1600 × 900. We use the tools developed by pre-
vious works [22] to generate the corresponding corruption
pairs. We train a denoise model for each of the corruptions
in RoboBEV [22] benchmark, including Bright, Dark,
Fog, Snow, Color Quant, and Motion Blur. Each
model is trained for 100 epochs with a learning rate 1e− 3
and input patch size 224. Since the RoboBEV [22] bench-
mark is developed on the nuScenes [18] validation set, the
training setup ensures no information leakage is encoun-
tered for the denoise model.
Qualitative Results. We show some qualitative results
of the denoising model on RoboBEV [22] benchmark in
Fig. C.2. The denoise model can mostly recover the origi-
nal image given the visual corruptions. The only case where
the denoise model is not ideal is Color Quant since the
pixel intensity quantization process is largely irreversible.
Thus, we can use VLMs as agents to apply the existing de-
noising tools for downstream tasks (e.g., camera-based de-
tection [11, 21]).

D. Detailed Experiment Results
In this section, we include the detailed benchmark results
evaluated by multiple metrics. We also include the detailed
perception-MCQs spatial distribution in Fig. G.4 for each
model.

1https://www.federalregister.gov/d/2017-01058/
p-1315

2https://www.federalregister.gov/d/2017-01058/
p-1375

D.1. GPT Scores
We include the detailed GPTcxt scores in Tab. H, Tab. J,
Tab. L, Tab. M, and Tab. O for different tasks. The observa-
tion and conclusion in the main paper are primarily derived
from GPTcxt scores. Therefore, we focus more on the dis-
cussion of accuracy and language scores in the following
sections.

D.2. Accuracy Scores
We include accuracy scores for MCQs in addition to GPTcxt

scores in Tab. I and Tab. K. Compared with GPT scores, we
find that the accuracy score metric is more homogeneous.
For example, the LLaVA-1.5 models have 50% accuracy
under all the input types, suggesting they are merely output
“Going Ahead” for perception-MCQs (recall the distribu-
tion in Fig. B.1), which is also observed in the prediction
spatial distribution in Fig. G.4e and G.4f. Moreover, we
find that most models have no accuracy degradation under
corruptions or even text-only inputs. This raises concerns
about whether VLMs are indeed leveraging visual informa-
tion to make decisions about the specified spatial location
or naively guessing based on their general knowledge.

D.3. ROUGE-L Scores
We also present the detailed language scores, i.e., ROUGE-
L [13] here for VQA in Tab. N and Tab. P. As discussed in
the main paper, we find the fine-tuning process can signifi-
cantly benefit the ROUGE-L score, as indicated by the fact
that DriveLM-Agent [19] outperforms other models with a
large margin. On the contrary, GPT-4o [2], which generates
more detailed answers, is punished by the answer length.
The ROUGE-L score of GPT-4o [2] is lower than most of
the models, even though the GPTcxt scores are much higher.

D.4. Additional RAU Results
In this section, we provide detailed results of the proposed
RAU framework. As we discussed in the main paper, RAU
is orthogonal to the development of VLMs and denoising
models. Therefore, the main bottlenecks of RAU are the
corruption identification accuracy of VLMs and the restora-
tion fidelity of denoising models.
RAU Accuracy. We analyze the accuracy of the agen-
tic VLMs in identifying corruptions in Fig. D.1. We ob-
serve that the off-the-shelf VLMs (i.e., InternVL2 here) are
good enough to identify weather corruptions. However, the
model struggles to distinguish semantic corruptions (e.g.,
Motion Blur). We leave the exploration of how to im-
prove the corruption identification accuracy with minimal
cost as future work.
BEV Detector Performance. We provide the complete
BEV detector performance in Tab. C and Tab. D. We find
that when equipped with RAU, the model can be much
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Figure C.2. Denoise qualitative results. The first row shows the image from the RoboBEV [22] dataset, and the second row shows the
image after applying the denoise model trained for each corruption.
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Figure D.1. Corruption identification accuracy of RAU on
nuScenes validation set. We observe that the off-the-shelf VLMs
(i.e., InternVL2 here) are good enough to identify weather corrup-
tions.

Table C. Detail Performance of BEVFormer [11] under corrup-
tion. We highlight the improved performance when equipped
with RAU. For Color Quant, we find the performance degra-
dation might be due to imperfect denoising (shown in Fig. C.2).

Method Corruption NDS mAP mATE mASE mAOE mAVE mAAE

BEVFormer Clean 51.7 41.6 67.3 27.4 37.2 39.4 19.8

BEVFormer Bright 41.7 33.1 74.3 28.6 46.8 78.1 20.4
BEVFormer Dark 25.3 14.1 87.3 32.7 67.4 101.1 29.6
BEVFormer Fog 40.6 31.6 76.1 28.4 47.1 80.0 20.7
BEVFormer Snow 16.9 6.2 93.3 42.5 82.5 109.0 43.6
BEVFormer Motion 22.9 10.3 90.0 32.8 75.4 97.5 27.2
BEVFormer Color 36.4 25.5 80.1 28.8 50.1 81.1 23.3

BEVFormerRAU Bright 42.8 34.5 74.4 28.3 43.9 77.2 21.2
BEVFormerRAU Dark 29.2 18.2 83.7 30.5 65.4 93.6 26.5
BEVFormerRAU Fog 41.3 32.5 76.4 28.4 45.9 77.4 21.5
BEVFormerRAU Snow 41.3 33.0 75.2 28.3 47.8 78.9 21.8
BEVFormerRAU Motion 28.4 14.8 83.8 30.7 62.4 89.3 23.5
BEVFormerRAU Color 29.7 17.4 87.1 30.0 54.8 91.1 27.1

more robust towards image corruption, especially under se-
vere visual degradation (e.g., Snow). For DETR3D [21],
the performance under Bright and Fog stays similar with
and without RAU. The reason might be DETR3D [21] is
more robust compared to BEVFormer [11], the mRR is 0.71
vs. 0.59 without RAU (shown in Tab. 6 in the main paper).
Thus, the improvement when equipped with RAU is not as
significant as BEVFormer [11]. Additionally, we find the
performance under Color Quant is even lower. The rea-
son is due to the imperfection of the denoise model and the

Table D. Detail Performance of DETR3D [21] under corruption.
We highlight the improved performance when equipped with
RAU. For Color Quant, we find the performance degradation
might be due to imperfect denoising (shown in Fig. C.2).

Method Corruption NDS mAP mATE mASE mAOE mAVE mAAE

DETR3D Clean 43.4 34.9 71.6 26.8 38.0 84.2 20.0

DETR3D Bright 41.8 32.3 73.3 27.2 40.6 82.6 19.8
DETR3D Dark 28.9 15.7 82.6 29.5 51.5 108.7 25.8
DETR3D Fog 40.5 30.5 75.1 27.0 41.6 82.8 20.4
DETR3D Snow 17.2 5.0 92.3 40.9 80.5 128.9 39.6
DETR3D Motion 22.2 9.0 92.8 32.0 71.9 110.4 26.3
DETR3D Color 34.0 23.1 85.0 28.0 47.3 91.9 23.6

DETR3DRAU Bright 41.1 31.7 77.7 27.1 39.5 83.1 20.2
DETR3DRAU Dark 29.7 17.7 87.7 28.7 50.7 101.4 24.1
DETR3DRAU Fog 39.0 28.8 82.1 27.2 41.7 82.3 20.8
DETR3DRAU Snow 39.4 29.5 81.7 27.1 40.6 82.4 21.3
DETR3DRAU Motion 26.7 12.8 87.6 30.0 55.9 100.0 23.9
DETR3DRAU Color 28.8 15.9 89.6 29.2 52.9 97.7 22.1

corruption, as Color Quant is a highly irreversible pro-
cess, and the denoise model [10] struggles to restore the
images, as shown in Fig. C.2.

E. Additional Experiments

E.1. Visual-based Object Prompts
In this section, we consider another evaluation setup: we
specify the target object by visual-based prompts, where we
visualize the bounding box around the target object instead
of using the numerical coordinates in the image.
Experimental Setups. We conduct the experiments us-
ing perception-MCQs. We make a slight change to the
text prompt (in Fig. C.1) for this evaluation. Specifically,
we replace the “What is the moving status of the object at
(480,520)?” with “What is the moving status of the object
inside red bounding box?’ and visualize the corresponding
object with a red bounding box in the image. We choose
Qwen2VL7B for the experiments.
Results. The results can be seen in Tab. F. We find that
the performance remains largely unchanged across corrup-
tions. Given that Going Ahead accounts for half the answer
distribution (recall the distribution in Fig. B.1), the model
constantly predicts Going Ahead when both the visual and
text information is completely absent (i.e., text-only input
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Table E. Ablation study of temporal input. We evaluate mul-
tiple frame inputs on perception-MCQs. The results suggest that
temporal information can benefit the model prediction under clean
input. However, the model’s bias towards general knowledge is
still observed under text-only inputs, the same as those observed
in single-frame input.

Method Temporal • Clean • T.O.

Qwen2VL7B t = 2 61.0 51.5
Qwen2VL7B - 59.0 56.5

of visual-prompt evaluation). The results prove our find-
ings in the main paper that VLMs tend to leverage general
knowledge to predict the answer when visual information is
degraded. We also observe the accuracy difference between
visual-based object prompts and text-based object prompts,
the accuracy is 50.0% vs. 56.5%. The results further prove
our finding in the main paper that VLMs tend to leverage
text cues to guess the answer since neither is provided with
visual information.

E.2. Temporal Information
In this section, we study how temporal frames influence the
performance of VLMs and their reliability.
Experimental Setups. We augment the input frames
by providing the previous two key frames defined in the
nuScenes [4] dataset. We only evaluate the clean input and
text-only input, given that it is costly to generate 15 types
of corruption on all the history frames. For text-only, we
use the same temporal length as clean input, with all the
frames being black. We use text-prompt as it is the default
evaluation protocol in this paper. We conduct the experi-
ments using perception-MCQs and choose Qwen2VL7B for
the experiments.
Results. The results can be seen in Tab. E. We found that
temporal information can potentially benefit the perception,
leading to higher accuracy in predicting the moving status
of other vehicles. However, we find that providing tem-
poral information doesn’t mitigate the hallucination issues
of VLMs, as the text-only accuracy still achieves 51.5%.
Therefore, our conclusions are still held given the temporal
information. We leave the exploration of temporal-aware
evaluation under OoD corruptions as future work.

E.3. Metric Study.
In this section, we provide a detailed analysis of different
metrics and study how metrics are related given the same
question-answer pairs. We also investigate how the prompts
influence the GPT evaluation.
Language Metrics. We visualize ROUGE-L vs. GPTcxt

score given the same question-answer pairs in Fig. E.2a.
We observe that ROUGE-L remains around 0.2 while GPT
scores vary across a large range. The results reveal how

the language score fails to reflect underlying key informa-
tion. Interestingly, DriveLM-Agent, which is fine-tuned on
the DriveLM-nuScenes dataset [19], achieves the highest
ROUGE-L score (i.e., around 0.55). However, the GPT
evaluation towards the same set of answers doesn’t indi-
cate such a large advantage. The observation indicates that
the main improvement of in-distribution fine-tuning on the
current small-scale driving dataset largely comes from the
answering template.
Accuracy. In terms of accuracy, we also study how accu-
racy and GPTcxt scores are related. The results are pre-
sented in Fig E.2b. The GPT evaluation highly aligns with
accuracy since we prompt the GPT to assign certain scores
if the answer is correct. The divination is because GPT as-
signs another portion of scores to the coherence of expla-
nation dimensions, capturing nuanced differences between
answers.
GPT Evaluation. A critical question remains: is GPT eval-
uation currently the optimal approach? The answer is nu-
anced. GPT-based scoring can effectively capture human
preferences and emphasize critical elements in driving sce-
narios, yet this capability is highly contingent on the provi-
sion of comprehensive driving contextual information. We
empirically compare how the same response is scored given
different information, shown in Fig. E.1. When GPT eval-
uation is prompted solely with GT and model response, the
resulting scores are highly homogeneous, while the inclu-
sion of specific rubrics, questions, and specific driving con-
text yields greater score diversity. We provide an example
in Figs. G.16 and G.18. The results suggest GPT scores are
sensitive to prompts, and it is critical to provide enough en-
vironmental information for the LLM Judge to evaluate the
answer safety tied to specific scenarios.

E.4. Case Study
We provide a detailed case study at the end of the Appendix
as listed below:
• Failure Case: please refer to Fig. G.3.
• Driving Tasks: please refer to Fig. G.7 and Fig. G.8.
• Comparison of VLMs: please refer to Fig. G.9, Figs. G.6

and G.10.
• Comparison w/ and w/o Corruption: please refer to

Fig. G.11, Fig. G.12, Fig. G.13, Figs. G.14 and G.15.
• GPT Evaluate Prompt: please refer to Fig. G.17.

E.5. Finding Generality
We also conduct experiments on other datasets beyond
DirveLM [19] to study the generality of our findings.
Specifically, we use the nuScenes-OIA dataset [23]. We
crafted one corruption from each corruption category,
including Snow, Color Quantization, Motion
Blur, Saturate, and Lens Obstacle. Following
their setups, we adopt the F-1 score to compute the VLMs’
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Table F. Ablation study of different prompt modality (i.e., visual-prompt vs. text-prompt) of Qwen2VL7B on perception-MCQs. Visual-
prompt means visualizing a bounding box around the target object to ask questions. Text-prompt means to provide the numerical coordinate
of the target object to ask a question. We find VLMs tend to predict general knowledge (e.g., Going Ahead) when all visual and text-cues
are excluded. The comparison between prompts further proves that VLMs tend to leverage text cues to guess the answer.
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Figure E.1. Comparisons among different evaluation types (rubric, question-aware, and context-aware). The GPT scores vary
depending on the rubric, question, and physical driving context. With more information added, the results become more distinguishable.
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Figure E.2. Correlations when using different metrics. We
study how well accuracy or ROUGE-L [13] matches the GPT
scores for VQA and MCQs, respectively. We find that ROUGE-L
[13] fails to reflect semantic information (e.g., key object) that is
critical in driving. Contrarily, accuracy aligns well with the GPT
score for MCQ, while the GPT score can further capture nuanced
differences in explanation when the answer is correct.

performance on action prediction. The results are shown in

Table G. BDD-OIA [23] Evaluation. We report the F-1 score
of action prediction following the dataset setups. We find similar
results on the BDD-OIA dataset, where the model performance
under corruption remains close to that under clean inputs.

Model Clean T.O. Snow Color Motion Saturate Lens

LLaVA1.57B 27.00 17.64 27.92 28.45 26.31 25.84 27.38
LLaVA1.67B 15.57 15.44 15.43 15.43 15.79 15.64 15.49
Qwen2-VL7B 20.67 15.44 16.16 20.81 28.18 20.99 19.45
Phi3.5 29.09 15.44 15.66 17.36 27.71 20.69 25.32

Tab. G. We find similar results on the BDD-OIA dataset,
where the model performance under corruption remains
close to that under clean inputs.

F. Broader Impact & Limitations

In this section, we discuss the broader implications of our
study and acknowledge its potential limitations.

F.1. Broader Impact
Our research focuses on evaluating the reliability of VLMs
in autonomous driving, emphasizing three critical perspec-
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tives: the model’s robustness, data quality, and evalua-
tion metrics. The findings reveal a concerning tendency
of VLMs to fabricate explanations, particularly under con-
ditions of visual degradation. This issue is not limited to
autonomous driving but is likely relevant to other VLM-
embodied systems, such as robotics and other safety-critical
cyber-physical systems. For example, VLM-based robots
could generate misleading task explanations or actions
based on hallucinated understanding, potentially compro-
mising safety and operational reliability.

The implications of our work extend beyond autonomous
driving, calling for a reassessment of benchmark and met-
ric designs to better evaluate the trustworthiness of VLMs
in real-world applications. Current benchmarks often fail
to account for the complexity and variability of real-world
scenarios, particularly in environments where system mal-
functions could result in life-threatening consequences. Our
study highlights the urgency of addressing these gaps to de-
velop robust, reliable, and interpretable VLMs that can be
safely integrated into such systems.

Finally, the design of benchmarks, testbeds, and evalua-
tion metrics that accurately capture the reliability and safety
implications of applying VLMs to real-world physical sys-
tems is of paramount importance. These tools must go be-
yond traditional performance metrics to consider the nu-
anced requirements of autonomous systems, such as contex-
tual understanding, interpretability, and robustness against
adversarial conditions.

F.2. Potential Limitations

While this study provides valuable insights, it is essential to
recognize its limitations to contextualize the findings:
• The experimental results are derived exclusively from the

DriveLM [19] dataset due to the prohibitive computa-
tional cost of large-scale VLM inference and GPT-based
evaluations. While DriveLM is a comprehensive dataset,
its scope may limit the generalizability of our findings to
other driving benchmarks or real-world settings. Future
work should expand the analysis to additional datasets
and environments to validate the observed trends.

• The lack of detailed contextual data in the DriveLM
dataset poses a constraint on our evaluations. For in-
stance, the GPT-based assessments rely on limited visual
descriptions of key objects, which may not comprehen-
sively capture the broader situational context required for
accurate and nuanced evaluations. Expanding datasets
to include richer temporal and spatial contexts could im-
prove evaluation fidelity.

• This study primarily investigates the language-based ex-
planations generated by VLMs. While these insights
are crucial for understanding VLM reliability, it remains
unclear whether the observations generalize to action
models that generate vehicle trajectories or other non-

language outputs. Exploring how VLMs’ visual ground-
ing affects action-oriented tasks, such as trajectory pre-
diction or manipulation control, represents an important
direction for future research.

• The study evaluates a finite set of 12 VLMs across spe-
cific tasks, metrics, and settings. Although the insights
are significant, the scalability of these findings to emerg-
ing VLM architectures or more diverse driving scenarios
warrants further investigation.

By addressing these limitations in future studies, we aim
to build a more comprehensive understanding of the chal-
lenges and opportunities in applying VLMs to autonomous
driving and other safety-critical domains.

G. Public Resource Used
In this section, we acknowledge the use of the following
public resources during the course of this work:
• nuScenes3 . . . . . . . . . . . . . . . . . . . . . . . . CC BY-NC-SA 4.0
• nuScenes-devkit4 . . . . . . . . . . . . . . . . . Apache License 2.0
• RoboBEV5 . . . . . . . . . . . . . . . . . . . . . . .Apache License 2.0
• AirNet6 . . . . . . . . . . . . . . . . . . . . . . . . . . Apache License 2.0
• DriveLM7 . . . . . . . . . . . . . . . . . . . . . . . .Apache License 2.0
• Phi-3.5-vision-instruct8 . . . . . . . . . . . . . . . . . . MIT License
• Phi-3-mini-4k-instruct9 . . . . . . . . . . . . . . . . . . MIT License
• LLaVA-1.5-7B-hf10 . . . . . . . . . . . . . . . Apache License 2.0
• LLaVA-1.5-13B-hf11 . . . . . . . . . . . . . . Apache License 2.0
• LLaVA-v1.6-mistral-7B12 . . . . . . . . . Apache License 2.0
• InternVL2-8B13 . . . . . . . . . . . . . . . . . . Apache License 2.0
• Qwen2-VL-7B14 . . . . . . . . . . . . . . . . . Apache License 2.0
• Qwen2-VL-72B15 . . . . . . . . . . . . . . . . Apache License 2.0

3https://www.nuscenes.org/nuscenes
4https://github.com/nutonomy/nuscenes-devkit
5https://github.com/Daniel-xsy/RoboBEV
6https://github.com/XLearning- SCU/2022- CVPR-

AirNet
7https://github.com/OpenDriveLab/DriveLM
8https : / / huggingface . co / microsoft / Phi - 3 . 5 -

vision-instruct
9https://huggingface.co/microsoft/Phi-3-mini-

4k-instruct
10https://huggingface.co/llava-hf/llava-1.5-7b-

hf
11https://huggingface.co/llava- hf/llava- 1.5-

13b-hf
12https://huggingface.co/liuhaotian/llava-v1.6-

mistral-7b
13https://huggingface.co/OpenGVLab/InternVL2-8B
14https : / / huggingface . co / Qwen / Qwen2 - VL - 7B -

Instruct
15https : / / huggingface . co / Qwen / Qwen2 - VL - 72B -

Instruct
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Please evaluate the multiple-choice answer on a scale from 0 to 100, where a higher score reflects precise alignment with the correct
answer and well-supported reasoning. Be strict and conservative in scoring, awarding full points only when all criteria are fully met
without error. Deduct points for minor inaccuracies, omissions, or lack of clarity. Distribute the Total Score across the following
criteria:

1. Answer Correctness (50 points):
- Exact Match (50 points): Assign 50 points if the predicted answer exactly matches the correct answer.
- No Match (0 points): Assign 0 points if the predicted answer does not match the correct answer, regardless of explanation quality.

2. Object Recognition (10 points):
- Award up to 5 points for accurately identifying all relevant object(s) in the scene.
- Award up to 5 points for correct descriptions of the identified object(s), including attributes like colors, materials, sizes, or shapes.
- Guideline: Deduct points for any missing, misidentified, or irrelevant objects, particularly if they are crucial to the driving context.
Deduct points if any important visual details are missing, incorrect, or overly generalized, especially if they affect comprehension or
recognition.

3. Object Location and Orientation (15 points):
- Score up to 5 points for a precise description of the object’s location, orientation, or position relative to the ego vehicle.
- Award up to 5 points for acknowledging environmental factors, such as lighting, visibility, and other conditions that influence
perception.
- Score up to 5 points based on how well the answer reflects an understanding of situational context, such as obstacles, traffic flow, or
potential hazards.
- Guideline: Deduct points for inaccuracies or omissions in spatial information that could affect scene understanding. Deduct points if
the answer fails to consider factors impacting object visibility or situational awareness. Deduct points for overlooked or misinterpreted
contextual factors that may impact driving decisions.

4. Environmental Condition Awareness (15 points):
- Award up to 15 points if the explanation considers environmental conditions (e.g., weather or sensor limitations) that could impact
perception.
- Guideline: Deduct points if relevant environmental conditions are ignored or inadequately addressed.

5. Clarity of Reasoning (10 points):
- Award up to 5 points for clear, logically structured reasoning that is easy to understand.
- Assign up to 5 points for grammatical accuracy and coherent structure.
- Guideline: Deduct points for vague or confusing explanations that hinder comprehension. Deduct points for grammar or syntax
issues that impact clarity or logical flow.

Assign 0 points from criteria 2 to 5 if no explanation is provided.

Here is the multiple-choice question: QUESTION
Here is the ground truth object visual description: DESC
Here is the correct answer: GT
Here is the predicted answer and explanation (if any): PRED

Please fill in the following scoring sheet, and then provide a brief summary supporting the score:

1. Answer Correctness (50 points):
2. Object Recognition (10 points):
3. Object Location and Orientation (15 points):
4. Environmental Condition Awareness (15 points):
5. Clarity of Reasoning (10 points):

Total Score:
Brief Summary:

Figure G.1. GPT evaluation prompts for Multiple-Choice Questions (MCQs) in our benchmark.
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Please evaluate the predicted answer on a scale from 0 to 100, where a higher score reflects precise alignment with the correct answer
and well-supported reasoning. Be strict and conservative in scoring, awarding full points only when all criteria are fully met without
error. Deduct points for minor inaccuracies, omissions, or lack of clarity. Distribute the Total Score across the following criteria:

1. Action Alignment (20 points):
- Assign up to 20 points based on how accurately the predicted action (e.g., forward, turn left, turn right) matches the correct answer.
- Guideline: Award full points only for exact matches or highly similar actions. Deduct points for any inaccuracies or missing elements.
Assign 0 points if no action prediction is provided.

2. Motion Precision (20 points):
- Award up to 20 points based on how closely the predicted motion (e.g., speed up, decelerate) aligns with the correct motion in the
answer.
- Guideline: Deduct points if the predicted motion fails to match the type or intensity of the correct answer. Ensure that the intended
speed or deceleration aligns accurately with the driving context. Assign 0 points if no motion prediction is provided.

3. Driving Context Appropriateness (15 points):
- Score up to 15 points for the relevance of the predicted answer to the driving context implied by the correct answer, emphasizing
logical alignment with the situation.
- Guideline: Award higher scores only if the answer fully reflects an accurate understanding of the driving context. Deduct points if the
action or motion is illogical or does not align with the scenario’s requirements.

4. Situational Awareness (15 points):
- Award up to 15 points for demonstrated awareness of environmental factors (e.g., traffic participants, obstacles) relevant to the action
or motion.
- Guideline: Deduct points if the answer misses key situational details that may lead to unsafe or incorrect predictions.

5. Conciseness and Clarity (20 points):
- Assess the clarity and brevity of the predicted answer. Answers should be concise, clear, and easy to understand, effectively
communicating the intended actions and motions.
- Guideline: Deduct points for verbosity, ambiguity, or lack of focus that could hinder quick comprehension.

6. Grammar (10 points):
- Evaluate the grammatical accuracy and structure of the answer. Assign up to 5 points for clarity and logical flow, and up to 5 points
for grammatical accuracy.
- Guideline: Deduct points for grammar or syntax issues that reduce readability or coherence.

Here is the predicted answer: PRED

Here is the correct answer: GT

Please fill in the following scoring sheet, and then provide a brief summary supporting the score:

1. Action Alignment (20 points):
2. Motion Precision (20 points):
3. Driving Context Appropriateness (15 points):
4. Situational Awareness (15 points):
5. Conciseness and Clarity (20 points):
6. Grammar (10 points):

Total Score:
Brief Summary:

Figure G.2. GPT evaluation prompts for Visual Question Answering (VQA) in our benchmark.
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The object at (0.5739, 0.6361) is a 
pedestrian. Based on the image, the 
pedestrian is moving towards the left 
side of the frame. Therefore, the 
correct answer is: B. Turn left.

The object at (0.3231, 0.6787) is a car 
that appears to be turning left. 
Therefore, the correct answer is: 
C. Turn left.

Explanation: 
The pedestrian's orientation and 
movement direction suggest turning left 
relative to the camera's perspective.

Explanation: 
The car is positioned at an angle 
suggesting turning left, as indicated by 
its orientation relative to road markings.

a

The moving status of object 
<c1,CAM_FRONT,0.1906,0.6139> is:
C. Turn left.

Explanation: 
The object in question is positioned at 
the intersection and is oriented towards 
the left, indicating a left turn.

GT Action: Going Ahead GT Action: Turn Right GT Action: Turn Rightb c

The object at coordinates (0.5466, 
0.7209) appears to be a car. Based on 
the image, the car is facing towards the 
left. Therefore, the correct answer is: B. 
Turn left.

Explanation: 
The car is positioned with its front 
facing slightly towards left, suggesting 
it is in the process of turning left.

GT Action: Turn Rightd

The object at coordinates (0.4245, 
0.6148) appears to be a pedestrian 
moving across the road. Therefore, the 
correct answer is: C. Going ahead.

Explanation:
The pedestrian is walking straight 
across the road, indicating forward 
movement.

GT Action: Turn Righte

The moving status of object 
<c1,CAM_BACK,0.6958,0.6241> is: C. 
Turn right.

Explanation:
The red car is positioned in a way that 
indicates it is turning right, based on its 
orientation and the road markings.

f GT Action: Turn Left

Figure G.3. GPT-4o failure cases. (a): GPT-4o reasons the moving status of the pedestrian by the moving position related to the frame,
instead of the coordinate of the moving object itself, thus leading to wrong perception results. (b): The model struggles to distinguish
the correct direction based on the coordinates of the target object. (c): GPT-4o reasons that the moving status of the SUV by the relative
location of the object to the current frame causes the wrong perception results. (d): GPT-4o fails to perceive the orientation of the car.
(e): The dataset contains examples that need multiple frames to reason successfully, GPT-4o fails to address these examples with a single
image input. (f): GPT-4o reasons that the moving status of the SUV by the relative location of the object to the current frame causes the
wrong perception results.
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(a) Ground Truth
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(b) GPT-4o [2]
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Cam Back Left Cam Back Cam Back Right

Going ahead
Turn left
Turn right

(c) Phi-3 [1]

Cam Front Left Cam Front Cam Front Right

Cam Back Left Cam Back Cam Back Right

Going ahead
Turn left
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(d) Phi-3.5 [1]

Cam Front Left Cam Front Cam Front Right

Cam Back Left Cam Back Cam Back Right

Going ahead
Turn left
Turn right

(e) LLaVA-1.57B [14]

Cam Front Left Cam Front Cam Front Right

Cam Back Left Cam Back Cam Back Right

Going ahead
Turn left
Turn right

(f) LLaVA-1.513B [14]

Cam Front Left Cam Front Cam Front Right

Cam Back Left Cam Back Cam Back Right

Going ahead
Turn left
Turn right

(g) Qwen2-VL72B [20]

Cam Front Left Cam Front Cam Front Right

Cam Back Left Cam Back Cam Back Right

Going ahead
Turn left
Turn right

(h) InterVL8B [5]

Figure G.4. Prediction spatial distributions from VLMs. The locations represent the object positions in the image within each camera,
which is input to the model as a text description. We only visualize the data point where the model response aligns with the provided
multiple choices (e.g., Going ahead, Turn Left, and Turn Right).
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(a) (b)

(c) (d)

(e) (f)

Figure G.5. Illustrative examples from our human evaluation interfaces.
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(l) DriveLM

Figure G.6. Model performance comparisons using radar graphs. The performance for each input corruption type is averaged across all
the 1, 261 questions spanning four different tasks using GPT scores. The gray dashed line represents the performance of text-only input.
We observe that VLMs have subtle performance changes under corruptions. For some models, the GPT scores under only text input are
even higher than the performance when the visual information is available.
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Q: In this scenario, what are 
safe actions to take for the 
ego vehicle?

Planning

Q: What are the important 
objects in the current 
scene?

Q: What object should be
noticed first when getting to 
the next possible location?

Perception Prediction

Q: Predict the behavior of 
the ego vehicle in the
current scene.

Behavior

A: The ego vehicle is 
steering to the right side of
the road. The ego vehicle is 
driving with normal speed in
the current condition. 

A: The recommended safe 
actions are (1) it is getting 
dark, ensure headlights are 
on, (2) there is a pedestrian 
on the left sidewalk, maintain 
awareness, (3) maintain lane 
discipline and be cautious of 
vehicles approaching from 
the opposite direction.

A: The ego vehicle should 
notice (1) the pedestrian on 
the crosswalk from front-left
image, as it is is walking 
across the road, (2) the
oncoming vehicle from front-
right image, as it is 
approaching from the 
opposite direction.

A: The important objects to 
consider for decision are:
• Bus, near the center of 

the front image, and is 
moving slowly.

• Pedestrian, near the left 
side of the front-left 
image, and is walking on 
the sidewalk.

Total Score: 74/100

Brief Summary: 
The answer provides a 
reasonable analysis of the 
objects in the scene and 
suggests appropriate 
actions. However, there are 
some inaccuracies in 
identifying the objects and 
their states, as well as 
minor issues with clarity.

Total Score: 73/100

Brief Summary: 
The answer provides a 
detailed analysis of objects 
in the scene, showing good 
awareness of potential 
hazards. However, there are 
some inaccuracies in the 
motion precision and 
situational awareness 
aspects.

Total Score: 87/100 Total Score: 37/100

Brief Summary: 
The answer demonstrates a 
high level of accuracy in 
predicting safe actions 
based on the scenario. The 
reasoning and justification 
are logical and align well with 
safety considerations. It 
could benefit from slightly 
more conciseness.

Brief Summary: 
The predicted answer did 
not match the correct 
answer. However, the 
explanation demonstrated a 
good understanding of the 
ego vehicle's behavior and 
provided clear reasoning 
and justification based on 
the environmental cues.

Figure G.7. Examples of GPT-4o [2] responses to four tasks and the corresponding evaluation results under the dark condition. We
observe that GPT-4o [2] is aware of the low-light environment and can identify the bus and pedestrian from the image, showing resilience.
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Q: What actions taken by 
the ego vehicle can lead to a 
collision with the object?

Q: What is the moving 
status of object in the front
view camera image?

Q: What object should be
noticed first when getting to 
the next possible location?

Q: Predict the behavior of 
the ego vehicle in the
current scene.

A: The ego vehicle is slightly 
steering to the left side of
the road. The ego vehicle is 
driving fast in the current
scene.

A: The object appears to be 
a vehicle in the center of the 
image. Actions that could 
lead to a collision include
sudden speeding up and
lane change. To avoid a 
collision, the ego should 
maintain a steady speed and 
signal intentions clearly.

A: The ego vehicle should 
notice the car in the front
image, as it is moving faster 
than the ego vehicle. The ego 
vehicle should maintain its 
lane and monitor the rear-
view camera for any changes 
in the approaching car.

A: The object at coordinates 
(0.5073, 0.5778) appears 
to be turning left. The image 
shows a vehicle moving from 
the left side of the image 
towards the center, 
indicating a leftward motion
status.

Total Score: 0/100

Brief Summary: 
The answer correctly 
identifies the object but fails 
to prioritize according to the 
instructions. The description 
of the object and state are 
generally accurate, but there 
are inaccuracies and lack of 
clarity in the recommended 
actions for the ego vehicle.

Total Score: 63/100

Brief Summary: 
The predicted answer does 
not align with the correct 
answer, and there are 
inaccuracies in object 
recognition, location, 
orientation, environmental 
conditions, and reasoning.

Total Score: 87/100 Total Score: 100/100

Brief Summary: 
The answer demonstrates a 
strong understanding of 
potential actions that could 
lead to a collision with the 
identified object. The 
reasoning provided is logical 
and aligns well with safety 
considerations.

Brief Summary: 
The predicted answer 
receives a perfect score of 
100 as it exactly matches 
the correct answer, 
demonstrates a clear 
understanding of behavior 
and details, and provides 
logical reasoning based on 
environmental clues.

PlanningPerception Prediction Behavior

Figure G.8. Examples of GPT-4o [2] responses to four tasks and the corresponding evaluation results under the motion blur condition.
We observe that GPT-4o [2] is influenced by this type of corruption and tends to predict “driving fast” based on it. The example shows the
potential of visual corruption to influence high-level driving decisions.
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A: In the current scene, the 
important objects to 
consider are:
• Trucks, seen in front,

front-left, front-right, and
back-right images.

• Buildings & fences, seen
in front-left and front-
right images.

• Road signs, seen in the
back-right image.

• Pedestrian, visible in the
front image.

Brief Summary: 
The predicted answer 
provides a detailed list of 
important objects in the 
scene, aligning well with the 
driving context and 
demonstrating good 
situational awareness. 
However, it lacks any 
prediction of future actions 
or motions based on these 
objects.

Q: What are the important objects in the 
current scene? Those objects will be 
considered for the future reasoning and 
driving decision making.

Ground Truth: In this scene, there is a 
black pickup truck to the back, a white 
truck to the front right, a yellow truck to 
the front, and a black SUV to the back of 
the ego vehicle . . .

LLaVA-NeXTGPT4-o Qwen2-VL DriveLM-Agent

A: In the current scene, the 
important objects are:
• Trucks, including a large 

white truck in the front 
and a Ryder truck in the 
back.

• Buildings, on the left and 
right sides of the road.

• Trees, on the right side of 
the road.

• Road markings, the road 
has clear lane markings 
and a pedestrian crossing.

A: In the current scene, the 
important objects include:
• The white semi-truck in 

the center of the image.
• The Ryder truck on the 

right side of the image.
• The white truck on the 

left side of the image.
• The fire hydrant on the 

sidewalk.
• The traffic signs and 

signals, including the stop 
sign and the traffic light.

A: There is a white truck to 
the front of the ego vehicle, a 
white sedan to the back of 
the ego vehicle, a white 
sedan to the back of the ego 
vehicle, and a red light to the 
front of the ego vehicle. 

1. Action Alignment:15
2. Motion Precision: 0
3. Driving Context 

Appropriateness: 10
4. Situational Aware: 10
5. Concise & Clarity: 15
6. Grammar: 10

Total Score: 60/100

1. Action Alignment:15
2. Motion Precision: 0
3. Driving Context 

Appropriateness: 10
4. Situational Aware: 10
5. Concise & Clarity: 15
6. Grammar: 10

Total Score: 60/100

Brief Summary: 
The predicted answer 
accurately identifies the 
important objects in the 
scene, such as trucks, 
buildings, trees, and road 
markings. However, it lacks 
precision in matching the 
correct objects and their 
positions. The predicted 
answer does not provide any 
information on motion.

1. Action Alignment:15
2. Motion Precision: 0
3. Driving Context 

Appropriateness: 10
4. Situational Aware: 10
5. Concise & Clarity: 15
6. Grammar: 8

Total Score: 58/100

1. Action Alignment:10
2. Motion Precision: 0
3. Driving Context 

Appropriateness: 5
4. Situational Aware: 5
5. Concise & Clarity: 10
6. Grammar: 10

Total Score: 40/100

Brief Summary: 
The predicted answer 
provides a detailed list of 
important objects in the 
scene. The motion precision 
is missing entirely. The 
driving context 
appropriateness and 
situational awareness are 
decent, but there are some 
inaccuracies.

Brief Summary: 
The predicted answer 
accurately identified some 
objects in the scene but 
failed to match the correct 
objects and their positions. 
The motion precision was 
completely off, and the 
driving context 
appropriateness and 
situational awareness were 
partially addressed.

Figure G.9. Examples of different VLM responses under the frame lost condition. We observe that GPT-4o [2] responses with visible
objects while LLaVA-NeXT [15] and DriveLM [19] tend to hallucinate objects that cannot be seen from the provided images.
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A: Based on the images, the 
important objects for driving 
decision-making are:
• Vehicles, visible in the 

lane ahead, parked or 
moving slowly on the left 
side of the road, and
visible behind.

• Traffic signals, visible in 
the distance.

• Road conditions, which is
wet and indicating the 
need for cautious driving.

Brief Summary: 
The predicted answer 
provides a detailed list of 
important objects in the 
current scene, aligning well 
with the driving context and 
demonstrating good 
situational awareness. 
However, there is a lack of 
motion precision and failure 
to mention all objects 
mentioned in the answer.

Q: What are the important objects in the 
current scene? Those objects will be 
considered for the future reasoning and 
driving decision making.

Ground Truth: In this scene, there is a 
black SUV to the front, a black SUV to the 
back, a black sedan to the front, a 
pedestrian riding a bike to the front, and a 
red light to the front of the ego vehicle . . .

LLaVA-NeXTGPT4-o Qwen2-VL DriveLM-Agent

A: In the current scene, the 
important objects are:
• Vehicles, there are 

multiple on the road, 
which are moving and 
need to be tracked for 
safe navigation.

• Traffic lights, which will 
dictate when it is safe to 
proceed or stop.

• Pedestrians, who may 
cross the road and need 
to be accounted for.

A: In the current scene, the 
important objects include:
• The car in the foreground, 

which is the vehicle the 
autonomous driving 
assistant is controlling.

• The traffic lights, which 
are relevant for traffic 
rules and signals.

• The pedestrians, which 
are important for 
ensuring safety.

• The other vehicles.

A: There is a black car to the 
back of the ego vehicle, a 
black sedan to the front of 
the ego vehicle, a black 
sedan to the front of the ego 
vehicle, and a white sedan to 
the front of the ego vehicle.

1. Action Alignment:15
2. Motion Precision: 0
3. Driving Context 

Appropriateness: 10
4. Situational Aware: 10
5. Concise & Clarity: 15
6. Grammar: 10

Total Score: 60/100

1. Action Alignment:15
2. Motion Precision: 0
3. Driving Context 

Appropriateness: 10
4. Situational Aware: 10
5. Concise & Clarity: 15
6. Grammar: 10

Total Score: 60/100

Brief Summary: 
The predicted answer 
provides a detailed list of 
important objects in the 
scene, aligning well with the 
driving context and 
demonstrating good 
situational awareness. 
However, there is a lack of 
specific motion predictions 
and inaccuracies in 
identifying all the objects.

1. Action Alignment:15
2. Motion Precision: 0
3. Driving Context 

Appropriateness: 10
4. Situational Aware: 10
5. Concise & Clarity: 15
6. Grammar: 8

Total Score: 58/100

1. Action Alignment:10
2. Motion Precision: 0
3. Driving Context 

Appropriateness: 5
4. Situational Aware: 5
5. Concise & Clarity: 10
6. Grammar: 10

Total Score: 40/100

Brief Summary: 
The predicted answer 
provides a detailed list of 
important objects in the 
scene, aligning well with the 
driving context and 
demonstrating situational 
awareness. However, the 
predicted motion is missing.

Brief Summary: 
The predicted answer 
accurately identified some of 
the important objects in the 
scene but missed crucial 
details such as the presence 
of a pedestrian riding a bike 
and a red light. The motion 
precision was completely off, 
as it did not mention any 
motion-related information.

Figure G.10. Examples of different VLM responses under the water splash condition. We observe that, under severe visual corruptions,
VLMs respond with ambiguous and general answers based on their learned knowledge, without referring to the visual information. Most
responses include traffic signals and pedestrians, even though they are not visible in the provided images.
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What is the moving status of object <c2,CAM_BACK,0.5443,0.5639>? Please select the correct 
answer from the following options: A. Turn left. B. Going ahead. C. Turn right.

B. Going ahead. 

The object is located in the center of the 
image and appears to be moving forward, as 
there are no visible indicators of turning or 
stopping.

1. Answer Correctness (50 points): 50
2. Object Recognition (10 points): 5
3. Location & Orientation (15 points): 5
4. Environmental Condition Awareness (15 
points): 10
5. Clarity of Reasoning (10 points): 5

Total Score: 75/100

1. Answer Correctness (50 points): 50
2. Object Recognition (10 points): 5
3. Location & Orientation (15 points): 5
4. Environmental Condition Awareness (15 
points): 10
5. Clarity of Reasoning (10 points): 5

Total Score: 75/100

B. Going ahead. 

The object is a car that is positioned in the lane 
ahead of the ego vehicle and appears to be 
moving in the same direction as the ego vehicle.

Brief Summary: 

The answer provided accurately identifies the 
object as a car and correctly states its moving 
status as "Going ahead." The explanation 
includes details about the object's position 
relative to the ego vehicle and considers 
environmental factors that could impact 
perception. The reasoning is clear and logically 
structured, earning a high score of 75.

Brief Summary: 

The answer provided accurately identifies the 
moving status of the object as "Going ahead" 
based on the visual description of a gray car. 
The explanation is clear, logically structured, and 
considers environmental conditions that could 
impact perception, earning a total score of 75.

Figure G.11. Example of Qwen2-VL72B for the Perception task. Under the text-only condition (right example), the model can
fabricate answers based on the coordinate information in the question. The GPT evaluator can not reflect the fabricated answer, even with
detailed rubrics, resulting in the same score as prompted with a clean image.
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What object should the ego vehicle notice first when the ego vehicle is getting to the next possible 
location? What is the state of the object that is first noticed by the ego vehicle and what action should 
the ego vehicle take? What object should the ego vehicle notice second . . .

First Object Noticed: 

• Object: The black SUV in CAM_FRONT_RIGHT. 
• State: It is parked on the right side of the road. 
• Action: The ego vehicle should maintain its current 

speed and trajectory, as the parked SUV does not 
pose an immediate threat.

Second Object Noticed: 

• Object: The white van in CAM_FRONT_RIGHT. 
• State: It is parked on the right side of the road. 
• Action: The ego vehicle should maintain its current 

speed and trajectory, as the parked van does not 
pose an immediate threat.

Third Object Noticed: 

• Object: The white car in CAM_FRONT_RIGHT. 
• State: It is parked on the right side of the road. 
• Action: The ego vehicle should maintain its current 

speed and trajectory, as the parked car does not 
pose an immediate threat.

First Object Noticed:

• Object: The white car in CAM_FRONT_RIGHT.
• State: It is parked on the right side of the road.
• Action: The ego vehicle should maintain its current 

speed and trajectory, as there is no immediate need 
to slow down or change direction.

Second Object Noticed:

• Object: The black car in CAM_FRONT_LEFT.
• State: It is parked on the left side of the road.
• Action: The ego vehicle should continue to maintain 

its current speed and trajectory, as there is no 
immediate obstacle in its path.

Third Object Noticed:

• Object: The building in CAM_FRONT.
• State: It is stationary on the right side of the road.
• Action: The ego vehicle should continue to maintain 

its current speed and trajectory, as the building does 
not pose an immediate threat to its path.

1. Object Identification & Priority Order: 15/20
2. Object Category & Visual Description: 10/20
3. State of the Object: 5/15
4. Recommended Action for Ego Vehicle: 10/15
5. Logical Flow & Reasonableness: 10/20
6. Clarity and Grammar: 8/10

Total Score: 58/100

1. Object Identification & Priority Order: 15/20
2. Object Category & Visual Description: 18/20
3. State of the Object: 12/15
4. Recommended Action for Ego Vehicle: 12/15
5. Logical Flow & Reasonableness: 16/20
6. Clarity and Grammar: 8/10

Total Score: 81/100

Brief Summary: The predicted answer correctly 
identifies the objects in the correct priority order, but 
there are inaccuracies in the visual descriptions and 
states of the objects. The recommended actions ... The 
logical flow ... The clarity and grammar ... Overall, the 
predicted answer needs improvement in providing 
accurate visual descriptions, states of objects, and 
recommended actions for the ego vehicle to align better 
with the correct answer.

Brief Summary: The predicted answer demonstrates a 
good understanding of the scenario and accurately 
identifies the objects in the correct priority order. 
However, there are minor inaccuracies in the 
description of the object states and recommended 
actions for the ego vehicle. The logical flow ... Overall, the 
predicted answer provides a reasonable response but 
could benefit from more precise details and clearer 
explanations.

Figure G.12. Example of Qwen2-VL72B for the Prediction task. Under the snow condition (right example), the model can still
observe some visible objects in the images. Since most objects are severely occluded, the third object noticed becomes more general: the
building, compared to the clean inputs, where all the objects are visible vehicles. However, the GPT score is even higher. The example
illustrates that even the GPT evaluator can not accurately reflect the language quality generated by VLMs.
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What actions could the ego vehicle take based on <c1,CAM_BACK_LEFT,0.7995,0.5463>? Why 
take this action and what's the probability?

The ego vehicle could take the action of slowing 
down or stopping. This is because the object at 
(0.7995, 0.5463) in the back left view is likely a 
pedestrian or a stationary object on the road. 
Taking this action would help avoid a potential 
collision and ensure the safety of the pedestrian or 
the vehicle. The probability of needing to take this 
action is high, as the object is in close proximity to 
the ego vehicle's path.

1. Action Prediction Accuracy: 10/40
2. Reasoning & Justification: 15/20
3. Probability or Confidence Level: 5/15
4. Contextual & Safety Considerations: 5/15
5. Conciseness & Clarity: 8/10

Total Score: 43/100

1. Action Prediction Accuracy: 30/40
2. Reasoning & Justification: 15/20 
3. Probability or Confidence Level: 12/15
4. Contextual & Safety Considerations:12/15
5. Conciseness & Clarity: 8/10

Total Score: 77/100

The ego vehicle could take the action of stopping 
at the stop sign located at (0.7995, 0.5463) in 
the image. This action is necessary because the 
stop sign indicates that the vehicle must come 
to a complete stop before proceeding. The 
probability of taking this action is high, as it is a 
legal requirement to obey traffic signs and ensure 
safety at intersections.

Brief Summary: The predicted answer does not 
accurately align with the correct action of 
keeping going at the same speed. The reasoning 
provided is somewhat clear but lacks a direct 
connection to the scenario. The probability level is 
mentioned but not fully supported by the context. 
Contextual awareness and safety considerations 
are minimal. The answer is relatively concise and 
clear, earning some points in that category. Overall, 
the predicted answer falls short in accurately 
predicting the correct action and lacks strong 
reasoning and contextual awareness.

Brief Summary: The predicted answer accurately 
identifies the need to slow down or stop based 
on the presence of a pedestrian or stationary 
object in the back left camera view. The 
reasoning provided is logical and aligns with safety 
considerations. The probability assessment is 
reasonable but could be more specific. The answer 
demonstrates good contextual awareness and 
safety considerations. However, it could be more 
concise and focused on key points.

Figure G.13. Example of Qwen2-VL72B for Planning task. Under the text-only condition (right example), the model fails to perceive
the motorcycle to stop sign, giving their close distance on the image. When the image is absent, the model guesses the object to be a
pedestrian or a stationary object on the road, unexpectedly leading to an answer with higher scores.
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What is the moving status of object <c2,CAM_BACK,0.5443,0.5639>? Please select the correct 
answer from the following options: A. Turn left. B. Going ahead. C. Turn right.

B. Going ahead.

Explanation: The object is located slightly to the 
right of the center of the image, which 
suggests it is aligned with the road. Given the 
perspective of the image, the object appears to 
be moving straight along the road. Therefore, 
the correct answer is B.

1. Answer Correctness: 50 points
2. Object Recognition: 10 points
3. Object Location and Orientation: 15 points
4. Environmental Condition Awareness: 15 points
5. Clarity of Reasoning: 10 points

Total Score: 100/100

1. Answer Correctness: 50 points
2. Object Recognition: 5 points
3. Object Location and Orientation: 10 points
4. Environmental Condition Awareness: 10 points
5. Clarity of Reasoning: 5 points

Total Score: 80/100

B. Going ahead.

Explanation: The object is positioned in the 
center of the lane and appears to be moving 
straight ahead, as indicated by its alignment 
with the road markings and the absence of any 
visible turning action.

Brief Summary: 

The answer provided is accurate, correctly 
identifying the moving status of the object as "Going 
ahead" based on its position and alignment with the 
road markings. The explanation is clear, logically 
structured, and considers environmental 
conditions that could impact perception. Overall, 
the answer meets all criteria and earns a perfect 
score of 100.

Brief Summary: 

The answer provided accurately identifies the 
moving status of the object as "Going ahead" based 
on its position and alignment with the road. The 
reasoning is clear and logically structured, 
supporting the correct answer. However, there 
were some minor inaccuracies in object 
recognition and environmental condition 
awareness, which slightly impacted the overall 
score.

Figure G.14. Example of GPT-4o for Perception task. Under the bit error condition (right example), the visual information for the
target object is completely corrupted but the model can guess the answer correctly. However, the GPT evaluator here captures the nuance
in the explanation and assigns a higher score to the more detailed answer with clean image inputs.

24



In this scenario, what are safe actions to take for the ego vehicle?

• Maintain Speed: Keep a steady speed to ensure 
safe distance from vehicles behind.

• Prepare to Steer Right: As the road curves, be 
ready to steer smoothly to the right.

• Monitor Bus Movement: Keep an eye on the bus 
in the front-right camera to anticipate any 
merging or stopping.

• Check Mirrors: Regularly check side mirrors for 
the position of the motorcycle and other vehicles.

• Signal Intentions: Use turn signals if planning to 
change lanes or make a turn to alert surrounding 
vehicles.

• Slow Down: Reduce speed to assess the situation 
and prepare for any necessary maneuvers.

• Stop or Maneuver: If the object in the front 
cannot be safely bypassed, stop the vehicle.

• Check Surroundings: Use all cameras to ensure 
no pedestrians or vehicles are approaching 
before making any turns or reversing.

• Signal Intentions: Use turn signals if planning to 
maneuver around the object or change lanes.

1. Action Prediction Accuracy: 35
2. Reasoning & Justification: 18
3. Probability or Confidence Level: 12
4. Contextual Awareness & Safety : 13
5. Conciseness and Clarity: 8

Total Score: 86/100

1. Action Prediction Accuracy: 30
2. Reasoning & Justification: 15
3. Probability or Confidence Level: 10
4. Contextual Awareness & Safety : 12
5. Conciseness and Clarity: 8

Total Score: 75/100

Brief Summary: 

The predicted answer demonstrates a strong 
understanding of the scenario, accurately identifying 
key observations and recommending appropriate 
actions for the ego vehicle. While there are minor 
discrepancies and areas for improvement in 
conciseness and clarity, the response overall aligns 
well with the correct answer and provides a logical 
justification for the chosen actions.

Brief Summary: 

The predicted answer demonstrates a good 
understanding of the driving scenario and provides 
relevant actions for the ego vehicle. The reasoning 
and justification are clear, although some minor 
details could be further elaborated. The contextual 
awareness and safety considerations are mostly 
accurate, with a few areas for improvement. The 
answer is concise and clear but could benefit from a 
more focused explanation. Overall, the predicted 
answer is well-structured and aligns with the 
correct answer, earning a score of 75.

Turn left, decelerate gradually without braking, 
are safe actions to take for the ego vehicle in 
this scenario.

Slightly offset to the left, change to the left 
lane, and turn left.

Figure G.15. Example of GPT-4o for Planning task. In both low-light (left example) and normal (right example) conditions, the
ground truth is to turn left. However, in the left case, the vehicle is prepared to turn left. Turning right will cause a potential collision with
the white sedan on the front right camera. In the right image, the road is empty, and the predicted slow-down action will not cause safety
issues. However, the GPT evaluator assigns a higher score on the left case, ignoring the potential safety consequences, as there are no
high-fidelity physical context prompts.
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<RUBRICS>

Here is the question: <QUESTION>
Here is the ground truth object visual 
description: <DESC>
Here is the correct answer: <GT>
Here is the model answer: <ANS>
-----------------------------------------------------------------------------------
1. Action Prediction Accuracy: 20/40
2. Reasoning and Justification: 15/20
3. Probability or Confidence: 10/15
4. Contextual Awareness and Safety 

Considerations: 10/15
5. Conciseness and Clarity: 5/10

Score: 86

<RUBRICS>

Here is the question: <QUESTION>
Here is the correct answer: <GT>
Here is the model answer: <ANS>

-----------------------------------------------------------------------------------
1. Action Prediction Accuracy: 25/40
2. Reasoning and Justification: 15/20
3. Probability or Confidence: 10/15
4. Contextual Awareness and Safety 

Considerations: 10/15
5. Conciseness and Clarity: 5/10

<RUBRICS>

Here is the correct answer: <GT>
Here is the model answer: <ANS>

-----------------------------------------------------------------------------------
1. Action Prediction Accuracy: 35/40
2. Reasoning and Justification: 18/20
3. Probability or Confidence: 12/15
4. Contextual Awareness and Safety 

Considerations: 13/15
5. Conciseness and Clarity: 8/10

Score: 65 Score: 60

Figure G.16. Examples of GPT evaluators with different information. The evaluator can revise the score and give a more accurate
evaluation based on more contextual information in the driving scenarios. For more prompt details, please refer to Fig. G.1 and Fig. G.2.
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The action is to keep going at the same speed. The reason is that there is no safety issue, and the 
probability is high.

What actions could the ego vehicle take based on 
<c1,CAM_BACK,0.6323,0.6314>? Why take this action and what is 
the probability?

Based on the image, the ego vehicle is at an intersection with a motorcycle and a car visible behind it.

1. Maintain Current Speed: The motorcycle and car appear to be at a safe distance behind the ego vehicle. 
There are no immediate obstacles or hazards directly in the path.
Probability: High, as maintaining speed is often the default action when no immediate threats are present.

2. Prepare to Stop: If the ego vehicle is approaching a stop sign or traffic light (not visible in the image), it may 
need to slow down or stop.
Probability: Moderate, depending on traffic signals or signs not visible in the image.

3. Change Lanes: If the ego vehicle needs to turn or avoid an obstacle ahead (not visible in the image), it might 
consider changing lanes.
Probability: Low, as there is no immediate indication of a need to change lanes.

Conclusion: The most likely action is to maintain current speed, given the apparent safe distance from vehicles 
behind and no visible immediate obstacles.

1. Action Prediction Accuracy (40 points): Award full 
points only for exact or highly similar action matches. 
Deduct points for inaccuracies or actions that do not 
match the correct answer, especially if they could 
compromise safety or appropriateness in context.

2. Reasoning & Justification (20 points): Deduct points if 
the reasoning lacks clarity, omits relevant details, or 
includes contradictions. The explanation should justify 
the action in a way that is suitable for the scenario 
provided.

3. Probability or Confidence Level (15 points): Deduct 
points if the probability level is missing, implausible, or 
does not align with the action or reasoning provided.

4. Contextual Awareness & Safety (15 points): Deduct 
points for failing to consider contextual factors that may 
impact the ego vehicle's decision, especially if they could 
lead to unsafe actions.

5. Conciseness & Clarity (10 points): Deduct points for 
verbosity, ambiguity, or lack of focus that could hinder 
quick comprehension. Assign 0 points if no explanation 
is provided.

Here is the question: <QUESTION>
Here is the ground truth object visual description: <DESC>
Here is the correct answer: <GT>
Here is the model answer: <ANS>

Rate my answer based on the correct answer out of 100, 
with higher scores indicating that the answer is closer to 
the correct answer, and you should be accurate to single 
digits like 62, 78, 41, etc. Output the number only.

Here is the correct answer: <GT>
Here is the model answer: <ANS>

Total Score: 73/100 Total Score: 92/100

Figure G.17. Examples of the GPT evaluator with different prompts. With the same question and answer, the GPT evaluator assigns
different scores based on the rubrics. Without detailed information on the physical context, the scoring point, the evaluator fails to capture
critical information for driving decisions in the answer, but simply based on semantic similarities.
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What actions could the ego vehicle take based on 
<c1,CAM_BACK,0.5073,0.5778>? Why take this action and 
what is the probability?

Based on the image and the coordinates provided, the ego vehicle is facing a situation where a large truck 
is making a turn and partially blocking the road. The coordinates (0.5073, 0.5778) likely correspond to 
the position of the truck, which is a critical object in this scenario.

Possible Actions:
1. Slow Down or Stop: The truck is obstructing the path, and there is an oncoming vehicle. Slowing down 

or stopping allows the truck to complete its turn safely and avoids potential collisions.
2. Wait for the Truck to Clear: Once the truck has cleared the path, the ego vehicle can proceed. This 

ensures that the road is clear and safe to continue driving
3. Prepare to Yield: If the oncoming vehicle has the right of way, yielding ensures compliance with traffic 

rules and safety.

Conclusion: The most immediate and probable action is to slow down or stop to allow the truck to complete 
its turn safely. This action minimizes risk and ensures the safety of all vehicles involved.

Total Score: 86/100

<RUBRICS>

Here is the correct answer: <GT>
Here is the model answer: <ANS>

-------------------------------------------------------------------
1. Action Prediction Accuracy: 

35/40
2. Reasoning & Justification: 

18/20
3. Probability or Confidence 

Level: 12/15
4. Contextual Awareness and 

Safety: 13/15
5. Conciseness & Clarity: 8/10

The action is to keep going at the same speed. The reason is that there is no safety issue, and the 
probability is high

<RUBRICS>

Here is the question: 
<QUESTION>
Here is the correct answer: <GT>
Here is the model answer: <ANS>

-------------------------------------------------------------------
1. Action Prediction Accuracy: 

25/40
2. Reasoning & Justification: 

15/20
3. Probability or Confidence 

Level: 10/15
4. Contextual Awareness & 

Safety: 10/15
5. Conciseness & Clarity: 5/10

<RUBRICS>

Here is the question: 
<QUESTION>
Here is the ground truth object 
visual description: <DESC>
Here is the correct answer: <GT>
Here is the model answer: <ANS>
-------------------------------------------------------------------
1. Action Prediction Accuracy: 

20/40
2. Reasoning & Justification: 

15/20
3. Probability or Confidence 

Level: 10/15
4. Contextual Awareness & 

Safety: 10/15
5. Conciseness & Clarity: 5/10

Total Score: 65/100 Total Score: 60/100

Figure G.18. Examples of the GPT evaluators with different information. We gradually add more information about the question and the
visual description of the target objects. The evaluator gives a more accurate score based on more information.
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Table H. Detailed GPT score results of MCQs for the Perception task. “Clean” represents clean image inputs. “T.O.” represents text-
only evaluation. The “Corrupt” settings range from weather conditions, external disturbances, sensor failures, motion blur, and transmission
errors. The benchmarked VLMs include commercial, open-sourced, and driving specialist models, respectively.
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Human 47.67 - 43.33 26.67 45.00 18.33 40.00 35.33 37.33 42.00 20.00 25.00 43.00 20.00 33.67 25.33 31.33

GPT-4o 41.87 43.59 43.84 44.82 45.18 44.30 46.20 45.69 44.10 38.12 40.08 39.32 41.40 36.67 37.54 38.22 39.37

Phi-3 35.51 32.65 35.28 34.15 38.88 38.22 37.70 38.39 36.75 34.93 33.89 37.53 37.80 39.72 36.49 37.15 37.03
Phi-3.5 40.22 38.33 39.22 36.46 41.41 43.04 41.40 40.66 40.83 37.59 36.91 39.86 40.33 42.30 36.71 41.49 41.48

LLaVA-1.57B 32.40 32.68 32.48 32.95 31.95 32.43 32.30 32.88 32.18 32.93 31.63 32.50 32.43 32.93 32.48 32.18 32.63
LLaVA-1.513B 33.58 33.25 33.25 33.25 33.15 33.50 33.53 32.95 32.93 33.48 33.40 33.25 33.45 33.68 33.33 33.25 33.38
LLaVA-NeXT 32.98 4.20 33.85 20.43 11.62 16.58 27.33 18.24 32.30 26.80 20.83 23.50 34.00 17.75 24.50 18.03 26.24

InternVL8B 46.60 52.46 43.65 44.15 43.58 46.02 42.38 41.48 43.38 45.32 49.08 43.98 41.30 41.50 38.25 44.84 42.13
Oryx 17.98 20.87 16.48 16.88 16.63 16.79 14.31 16.35 15.85 16.49 21.44 21.38 16.36 21.04 17.65 18.13 19.51

Qwen2VL7B 42.64 37.76 43.08 37.29 39.72 41.67 40.87 40.69 39.89 39.75 39.17 40.85 41.32 39.62 34.28 39.90 41.20
Qwen2VL72B 38.15 21.53 36.24 37.77 35.91 35.78 37.13 38.14 38.97 29.48 25.63 36.87 36.91 37.01 30.90 36.05 41.48

Dolphin 6.50 8.35 10.18 11.08 10.70 9.53 10.58 9.93 9.80 10.08 9.95 11.20 9.85 10.10 8.80 10.00 11.10
DriveLM 22.38 12.45 20.78 25.30 18.98 24.43 25.95 22.03 21.03 21.95 16.28 19.38 22.98 20.93 19.90 16.25 26.48

Table I. Detailed Accuracy score results of MCQs for the Perception task. “Clean” represents clean image inputs. “T.O.” represents
text-only evaluation. The “Corrupt” settings range from weather conditions, external disturbances, sensor failures, motion blur, and trans-
mission errors. The benchmarked VLMs include commercial, open-sourced, and driving specialist models, respectively.
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Human 93.33 - 80.00 53.33 80.00 33.33 80.00 66.67 73.33 80.00 40.00 46.67 80.00 40.00 60.00 46.67 53.33

GPT-4o 59.00 59.50 60.50 63.50 59.00 61.00 59.50 58.00 59.00 50.00 51.50 56.50 57.50 52.00 51.00 54.00 57.50

Phi3 54.50 17.50 55.00 33.00 50.00 55.00 59.00 56.00 57.50 32.50 23.50 58.00 57.50 49.00 36.00 49.50 57.50
Phi-3.5 56.50 58.50 59.00 58.00 58.00 59.00 58.50 60.00 59.50 58.50 57.00 59.50 59.00 59.50 57.50 60.50 58.50

LLaVA-1.57B 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00
LLaVA-1.513B 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00
LLaVA-NeXT 55.00 34.50 53.50 42.50 41.50 44.00 55.00 42.00 52.00 31.00 26.50 50.50 53.50 39.00 44.50 37.50 49.00

InternVL8B 56.50 23.50 57.50 61.00 62.00 59.50 59.50 59.50 60.00 50.50 31.00 56.50 56.00 59.00 60.00 58.50 58.50
Oryx 51.00 19.00 53.50 50.50 52.00 52.50 52.50 50.00 48.00 32.50 29.00 52.00 48.00 36.00 50.50 52.00 52.00

Qwen2VL7B 59.00 56.50 60.00 59.00 60.00 59.50 59.00 59.00 59.00 58.00 56.00 59.00 59.50 55.00 54.50 57.00 59.00
Qwen2VL72B 60.00 23.50 58.00 60.00 58.50 59.50 61.50 60.00 59.50 39.00 29.50 60.00 59.00 55.50 55.50 58.50 61.00

Dolphin 7.00 9.00 5.50 5.50 5.50 6.00 4.50 6.50 5.50 5.50 7.50 6.50 6.00 5.50 6.00 5.50 5.50
DriveLM 40.00 23.00 37.00 45.00 35.00 46.50 45.50 40.50 37.50 39.50 29.50 34.00 42.00 36.50 36.00 30.50 47.00
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Table J. Detailed GPT score results of MCQs for the Behavior task. “Clean” represents clean image inputs. “T.O.” represents text-only
evaluation. The “Corrupt” settings range from weather conditions, external disturbances, sensor failures, motion blur, and transmission
errors. The benchmarked VLMs include commercial, open-sourced, and driving specialist models, respectively.
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Human 65.00 - 40.00 40.67 66.67 51.00 73.33 53.33 56.00 60.00 36.67 54.00 67.67 34.67 53.33 73.33 53.33

GPT-4o 45.40 50.03 46.27 49.20 42.54 41.79 46.55 45.30 47.78 45.28 40.44 47.89 39.91 32.25 48.40 50.35 41.07

Phi-3 45.20 40.91 45.98 44.48 47.91 45.17 47.45 44.22 44.02 43.65 44.01 43.51 42.48 41.05 43.83 46.60 44.30
Phi-3.5 36.75 39.16 37.15 38.14 37.19 39.53 38.40 36.79 37.36 36.83 37.98 39.09 37.70 38.91 38.27 38.23 36.85

LLaVA-1.57B 13.60 14.91 12.79 12.83 15.57 12.63 14.06 13.99 12.79 14.68 13.65 13.12 13.55 13.83 13.98 13.44 13.48
LLaVA-1.513B 32.99 32.79 33.34 33.10 33.10 31.96 32.44 32.56 32.49 31.87 31.55 31.84 33.17 31.14 33.40 31.78 33.72
LLaVA-NeXT 48.16 11.92 48.84 38.82 15.90 39.13 47.07 20.72 47.02 48.20 36.67 39.69 47.36 39.60 46.99 28.13 47.55

InternVL8B 54.58 20.14 32.54 36.95 42.10 56.72 31.53 31.09 41.65 50.17 32.77 43.66 34.82 34.90 50.41 50.78 41.66
Oryx 33.92 23.94 34.19 37.77 33.02 32.89 32.56 34.16 34.83 34.51 34.82 34.05 33.95 29.61 35.25 33.27 32.33

Qwen2VL7B 49.07 46.93 46.81 48.75 48.04 47.64 48.45 46.80 49.24 47.95 47.19 49.58 48.83 41.27 49.72 47.07 47.90
Qwen2VL72B 51.26 39.46 52.13 51.24 51.64 49.75 53.18 52.46 50.81 51.25 47.44 51.22 48.87 35.72 52.76 49.77 48.52

Dolphin 8.81 7.11 7.17 9.54 9.02 6.48 8.05 7.95 7.10 9.29 8.94 8.02 8.02 9.42 8.37 10.07 6.32
DriveLM 42.78 27.83 47.18 36.30 40.70 39.18 40.93 43.30 40.98 39.95 38.23 40.08 45.68 38.88 41.10 33.50 39.65

Table K. Detailed Accuracy score results of MCQs for the Behavior task. “Clean” represents clean image inputs. “T.O.” represents
text-only evaluation. The “Corrupt” settings range from weather conditions, external disturbances, sensor failures, motion blur, and trans-
mission errors. The benchmarked VLMs include commercial, open-sourced, and driving specialist models, respectively.
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Human 66.67 - 40.00 46.67 66.67 53.33 73.33 53.33 53.33 60.00 40.00 53.33 66.67 33.33 53.33 73.33 53.33

GPT-4o 25.50 24.00 25.50 25.00 21.50 23.50 25.00 26.00 24.00 26.50 28.50 24.50 23.50 24.00 26.00 22.50 21.50

Phi3 26.50 30.00 29.50 29.50 28.00 29.50 28.50 27.00 30.00 32.50 31.00 28.50 29.50 23.50 27.50 31.50 27.50
Phi-3.5 36.50 40.00 37.00 36.00 37.00 38.50 38.00 36.50 35.50 37.00 39.00 39.00 37.50 36.50 39.00 36.50 36.00

LLaVA1.57B 10.00 9.50 8.50 8.00 8.00 7.50 8.00 8.50 8.00 11.00 10.00 7.50 9.00 7.50 11.00 8.50 8.00
LLaVA1.513B 32.50 33.00 33.00 33.00 32.50 32.50 32.00 32.50 32.50 32.00 32.50 32.50 33.00 31.00 34.00 31.00 33.50
LLaVA-NeXT 23.00 15.00 23.00 24.00 22.00 23.00 22.50 24.50 25.50 27.50 24.50 26.50 24.00 23.00 24.00 21.50 25.50

InternVL8B 27.50 21.50 9.00 14.50 20.50 25.50 13.00 11.50 15.00 25.00 17.50 21.00 11.50 12.00 28.00 23.50 18.50
Oryx 21.00 21.00 21.50 21.50 21.50 20.50 21.50 21.50 21.50 21.50 22.00 21.50 22.00 21.00 22.50 21.50 21.50

Qwen2VL7B 30.00 23.00 29.00 28.00 25.00 28.50 27.50 25.00 28.50 31.50 28.50 33.50 26.00 21.50 27.00 28.50 30.00
Qwen2VL72B 23.00 36.50 25.50 24.50 25.50 22.00 29.50 26.00 22.50 27.00 25.00 26.00 22.50 22.00 28.50 23.50 23.50

Dolphin 0.50 3.50 1.50 0.00 1.00 0.00 0.00 1.00 1.00 1.50 2.50 0.50 1.00 1.00 1.00 0.50 0.50
DriveLM 44.00 25.50 48.50 37.00 41.50 40.00 42.50 43.50 41.00 41.00 39.50 40.50 46.50 40.00 43.00 35.00 41.50
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Table L. Detailed GPT score results of open-ended questions for the Perception task. “Clean” represents clean image inputs. “T.O.”
represents text-only evaluation. The “Corrupt” settings range from weather conditions, external disturbances, sensor failures, motions, and
transmission errors. The benchmarked VLMs include commercial, open-sourced, and driving specialist models, respectively.
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GPT-4o 28.87 29.37 29.51 28.15 30.19 28.89 28.63 28.49 29.42 27.12 28.16 27.96 29.82 32.79 27.25 26.44 29.89

Phi-3 10.26 10.38 10.44 11.27 10.97 10.81 10.99 10.64 11.32 10.67 10.01 11.03 11.37 12.31 11.38 10.33 10.58
Phi-3.5 14.83 18.20 14.24 13.08 15.36 16.09 18.04 16.53 14.39 16.42 14.47 12.88 14.97 12.96 14.74 13.27 18.66

LLaVA-1.57B 14.03 11.94 13.53 13.31 13.31 13.61 13.75 13.91 13.48 13.95 12.90 12.98 13.35 13.05 13.36 12.83 14.28
LLaVA-1.513B 13.13 11.50 12.72 13.39 12.86 13.38 13.05 13.23 13.59 15.13 14.98 12.39 13.60 13.85 12.72 13.43 12.26
LLaVA-NeXT 15.33 23.53 15.49 14.95 16.61 15.62 16.05 15.66 15.66 15.19 16.04 15.16 16.06 17.92 15.27 15.10 15.86

InternVL8B 18.12 14.73 20.05 18.82 23.14 14.28 27.75 23.43 26.67 11.88 17.11 26.26 22.02 27.25 11.54 29.57 29.77
Oryx 16.07 16.07 15.72 13.46 11.98 15.54 13.73 17.75 15.86 13.35 13.29 14.45 13.74 13.90 13.17 13.40 14.66

Qwen2VL7B 15.33 32.56 16.75 14.95 15.16 15.66 15.02 15.66 15.48 17.31 17.65 14.52 15.29 15.20 15.17 14.63 17.89
Qwen2VL72B 22.10 13.88 20.59 17.00 14.64 18.77 20.00 24.19 20.34 17.55 15.45 19.13 16.10 18.58 15.97 18.78 16.36

Dolphin 12.68 13.67 12.07 10.34 12.37 11.46 11.73 12.33 11.04 12.34 11.39 11.47 11.34 10.17 11.40 11.35 11.65
DriveLM 11.32 5.05 11.30 10.03 11.21 9.71 10.22 10.71 11.01 11.14 10.13 9.38 10.97 9.03 11.39 10.50 10.73

Table M. Detailed GPT score results of the open-ended questions for Prediction. “Clean” represents clean image inputs. “T.O.”
represents text-only evaluation. The “Corrupt” settings range from weather conditions, external disturbances, sensor failures, motions, and
transmission errors. The benchmarked VLMs include commercial, open-sourced, and driving specialist models, respectively.
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GPT-4o 51.30 49.05 52.15 50.28 47.97 49.66 51.39 50.49 53.30 46.62 45.95 49.18 51.90 49.75 48.59 47.56 54.36

Phi-3 40.11 22.61 45.21 26.28 35.54 44.05 34.87 40.90 33.56 44.26 38.74 41.39 35.08 36.46 32.25 32.82 37.57
Phi-3.5 45.13 4.92 46.57 9.67 48.02 45.08 52.16 42.75 47.02 47.18 24.66 23.26 49.16 28.38 41.39 18.02 49.87

LLaVA-1.57B 22.02 14.64 24.79 20.95 15.97 15.30 18.98 16.28 24.16 6.11 13.90 20.30 25.20 10.56 11.10 15.61 23.92
LLaVA-1.513B 36.98 23.98 36.00 35.59 40.51 39.23 38.90 38.11 38.92 36.25 36.54 37.57 38.10 39.74 34.28 37.16 36.31
LLaVA-NeXT 35.07 28.36 37.15 35.31 37.59 37.62 35.44 37.00 35.87 36.25 30.10 40.56 34.66 39.36 31.74 34.07 35.66

InternVL8B 45.52 48.89 45.73 40.71 35.75 38.43 33.18 38.69 40.71 45.00 45.75 30.03 39.52 36.55 40.12 28.40 30.31
Oryx 48.13 12.77 49.52 44.33 47.67 45.77 47.20 45.90 50.30 42.18 44.59 42.26 48.21 52.54 45.56 43.77 49.61

Qwen2VL7B 37.89 37.77 40.82 35.90 38.92 44.15 40.15 41.89 41.57 36.61 35.87 41.25 40.89 39.23 36.69 40.52 38.84
Qwen2VL72B 49.35 5.57 43.89 43.25 43.74 44.49 45.57 41.61 47.46 40.89 34.75 39.38 48.21 51.15 40.49 40.82 46.67

Dolphin 32.66 39.98 29.85 32.31 24.64 29.92 31.38 33.41 31.79 29.05 30.93 30.49 31.59 26.38 30.13 25.64 30.62
DriveLM 44.33 4.70 46.82 43.90 42.33 35.84 44.13 44.00 42.59 46.25 33.56 29.69 42.15 19.00 38.20 44.33 42.87
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Table N. Detailed ROUGE-L score results of open-ended questions for the Predicion task. “Clean” represents clean image inputs.
“T.O.” represents text-only evaluation. The “Corrupt” settings range from weather conditions, external disturbances, sensor failures, motion
blur, and transmission errors. The benchmarked VLMs include commercial, open-sourced, and driving specialist models, respectively.
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GPT-4o 19.74 18.58 19.77 19.58 19.67 19.71 19.69 20.22 19.94 19.89 19.66 19.70 19.39 19.48 19.47 19.90 19.67

Phi3 17.76 14.71 17.21 21.55 25.81 15.28 23.77 18.56 19.27 17.59 17.42 16.90 16.75 14.36 25.23 26.88 22.55
Phi-3.5 19.36 18.76 18.37 5.78 17.28 15.74 18.24 18.38 17.98 17.10 12.63 10.84 17.85 12.46 17.12 8.50 17.03

LLaVA1.57B 21.18 23.21 21.75 22.64 22.21 22.17 22.19 19.61 22.05 22.53 22.36 22.65 21.71 20.28 22.46 22.57 21.17
LLaVA1.513B 24.12 24.79 24.03 24.04 24.09 24.37 24.14 24.18 24.35 23.91 23.91 23.84 24.04 24.59 23.93 24.31 24.12

qwen2-7b 25.49 24.15 25.64 24.80 25.21 24.82 24.86 25.17 25.64 25.62 25.99 24.74 25.11 23.73 25.09 25.31 25.35
Qwen2VL72B 23.42 16.10 20.05 18.46 17.97 19.08 19.59 18.68 18.51 22.05 21.17 17.97 18.98 19.03 18.89 19.35 18.13
LLaVA1.6-7b 16.09 13.93 16.29 16.99 17.02 17.14 16.54 16.27 17.08 16.25 16.59 18.05 16.69 16.93 16.58 17.33 16.46

InternVL8B 13.92 13.25 20.57 15.14 14.67 13.64 15.15 16.39 15.45 13.92 16.12 14.47 16.29 14.79 14.02 14.26 14.07
Oryx 21.03 15.43 18.79 17.45 16.99 18.04 18.19 17.81 17.68 20.38 19.56 16.54 18.21 17.84 18.20 17.92 17.03

Qwen2VL7B 25.49 23.15 25.64 24.80 25.21 24.82 24.86 25.17 25.64 25.62 25.99 24.74 25.11 23.73 25.09 25.31 25.35
Qwen2VL72B 23.42 16.10 20.05 18.46 17.97 19.08 19.59 18.68 18.51 22.05 21.17 17.97 18.98 19.03 18.89 19.35 18.13

Dolphin 25.18 23.64 24.71 24.84 25.95 24.98 26.19 25.09 25.18 24.52 24.75 24.48 24.99 24.63 24.87 24.34 24.95
DriveLM 40.00 23.00 37.00 45.00 35.00 46.50 45.50 40.50 37.50 39.50 29.50 34.00 42.00 36.50 36.00 30.50 47.00

Table O. Detailed GPT score results of the open-ended questions for the Planning. “Clean” represents clean image inputs. “T.O.”
represents text-only evaluation. The “Corrupt” settings range from weather conditions, external disturbances, sensor failures, motions, and
transmission errors. The benchmarked VLMs include commercial, open-sourced, and driving specialist models, respectively.
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GPT-4o 75.75 73.21 77.56 74.33 73.00 76.58 76.53 75.14 74.65 84.08 74.54 74.84 77.34 73.09 74.30 76.36 76.82

Phi-3 60.03 46.88 61.48 59.14 64.59 64.81 63.47 61.83 62.31 58.32 54.63 63.04 61.61 58.93 58.11 64.04 63.40
Phi-3.5 31.91 46.30 30.57 28.64 32.88 28.38 34.70 30.88 29.53 23.16 24.53 25.47 32.73 23.00 28.24 23.42 29.31

LLaVA-1.57B 29.15 32.45 31.52 31.49 32.58 32.42 31.00 29.81 31.72 33.70 35.95 29.93 31.20 30.65 30.05 30.00 30.61
LLaVA-1.513B 34.26 38.85 33.63 34.36 35.06 39.43 35.18 33.01 34.80 37.61 39.32 32.77 34.74 32.99 33.75 33.33 33.67
LLaVA-NeXT 45.27 27.58 45.64 44.54 43.55 44.17 45.08 44.62 44.21 45.69 44.51 41.17 45.30 44.57 43.67 43.57 45.13

InternVL8B 53.27 34.56 54.70 60.02 63.89 53.69 60.64 54.31 56.68 52.14 46.12 54.44 55.94 54.93 49.08 57.02 55.13
Oyrx 53.57 48.26 55.46 58.60 58.91 57.93 55.04 57.01 58.35 52.28 51.05 55.76 55.88 53.63 52.94 56.00 57.57

Qwen2VL7B 57.04 41.66 54.19 58.37 52.70 58.18 55.85 53.98 55.64 54.71 53.18 51.93 55.22 51.73 56.79 53.16 56.04
Qwen2VL72B 61.30 53.35 62.01 65.31 66.69 68.15 67.83 65.67 65.26 57.42 56.34 62.06 64.20 61.66 58.23 59.86 65.31

Dolphin 52.91 60.98 51.85 55.39 53.09 54.78 53.92 51.79 53.57 55.73 57.81 55.78 51.42 50.95 53.35 54.89 52.17
DriveLM 68.71 65.24 67.25 67.52 65.72 63.08 69.60 69.04 67.97 67.85 66.47 66.25 67.93 70.17 68.46 68.30 68.59
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Table P. Detailed ROUGE-L score results of open-ended questions for the Planning task. “Clean” represents clean image inputs.
“T.O.” represents text-only evaluation. The “Corrupt” settings range from weather conditions, external disturbances, sensor failures, motion
blur, and transmission errors. The benchmarked VLMs include commercial, open-sourced, and driving specialist models, respectively.
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GPT-4o 6.54 6.42 6.54 6.34 6.54 6.54 6.52 6.40 6.52 6.47 6.35 6.39 6.39 6.40 6.35 6.37 6.67

Phi3 9.39 10.05 9.56 9.26 9.51 9.62 9.47 9.65 9.60 10.01 10.01 9.90 9.40 9.42 9.07 10.02 9.36
Phi-3.5 6.19 8.27 6.52 7.97 6.30 6.10 6.12 6.57 6.59 7.18 7.59 5.98 6.17 7.87 6.64 6.04 6.37

LLaVA1.57B 8.76 9.98 8.93 8.99 9.18 8.96 8.76 9.00 9.04 9.06 9.24 8.88 8.94 9.27 9.25 9.16 8.85
LLaVA1.513B 8.06 8.68 8.14 8.09 8.10 8.06 8.10 8.03 7.99 8.68 8.64 8.43 8.10 8.04 8.39 8.33 8.24
LLaVA-NeXT 5.69 7.75 5.72 5.66 5.50 5.49 5.60 5.67 5.60 5.62 5.88 5.59 5.64 5.45 5.64 5.64 5.58

InternVL8B 4.06 9.45 10.37 11.65 12.07 4.05 10.81 10.97 9.88 4.16 9.29 11.02 10.04 9.23 4.03 10.24 9.65
Oryx 21.03 15.43 18.79 17.45 16.99 18.04 18.19 17.81 17.68 20.38 19.56 16.54 18.21 17.84 18.20 17.92 17.03

Qwen2VL7B 9.61 8.33 9.31 8.70 8.14 8.33 8.69 8.32 8.82 9.15 8.81 8.69 8.64 9.05 9.13 8.77 7.92
Qwen2VL72B 12.26 13.17 12.13 11.60 11.45 10.97 11.62 11.50 11.67 12.01 11.43 12.13 11.85 11.55 12.06 11.84 11.93

Dolphin 12.90 14.82 12.90 13.01 12.61 12.82 12.45 12.81 12.74 13.56 13.91 12.82 12.86 12.89 13.22 13.29 12.69
DriveLM 53.12 46.83 51.55 51.26 49.26 46.74 52.02 53.38 52.77 52.44 50.91 48.66 53.28 52.20 49.88 52.79 51.43
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