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Figure 6. Dataset Statistics. An overview of the attribute annotations, including the distribution of categories across the training and
test sets. Specifically, it covers normal action categories (a, d), anomaly categories (b, e), and scene categories (c, f). Due to the natural
long-tail distribution of the data and the space limitation, we present the top 15 most common classes for each category to ensure clarity.
(Best viewed when zooming in.)

Appendix

A. More Benchmark Details
A.1. Attribute Annotation Details.
During the attribute annotation process, we utilize the
widely-used Qwen2-VL [3] to annotate each normal image-
text pair with an action type and scene category, while each
anomaly image-text pair is annotated with an anomalous
behavior class and scene category. For a given image-text
pair (I, T ), if (I, T ) is a training pair, I is generated from
anomaly/normal caption C ∈ {Ca, Ca+, Cn}, and T is its
re-captioned text. If (I, T ) is a test pair, C ∈ {Ca, Cn} is
the caption of corresponding source video and T is the re-
captioned text for I . We leverage I, C to design instructions
and query the MLLM for attribute. The specific Instruc-
tions are as follows:
• Instruction for Anomaly Behavior Class: “Below is the

image caption of the image. In the image, someone fails
to do something. Based on the caption and image, sum-
marize the failure of the characters in the image using
a single word or phrase, such as falling, losing balance,
slipping, falling to the ground, falling into water, losing
control, having accident, flipping, jumping, hitting head,
etc. Image caption: C.”

• Instruction for Action Type: “Below is the image cap-
tion of the image. Based on the caption and image, sum-
marize the behavior and action categories of the charac-

ters in the image using a single word or phrase, such as
motorcycling, driving car, somersaulting, riding scooter,
catching fish, staring at someone, dyeing eyebrows, trim-
ming beard, peeling potatoes, square dancing, etc. Image
caption: C.”

• Instruction for Scene Category: “Below is the image
caption of the image. Based on the caption and image,
summarize the scene or background of the characters in
the image using a single word or phrase, such as play-
ground, parking lot, ski slope, highway, lawn, outdoor
church, cottage, indoor flea market, fabric store, hotel,
etc. Image caption: C.”

A.2. Attribute Statistics.

Based on the three types of instructions, we automatically
obtain action, anomaly, and scene attributes. As shown in
Figure 6, we present the distribution of the top 15 most com-
mon classes for each attribute in both the training and test
sets. The attribute distributions in both sets are similar and
naturally exhibit a long-tail distribution For action types, the
top five in the training set are jumping, skateboarding, run-
ning, walking, and sitting, while the top five in the test set
are jumping, standing, skateboarding, running, and walking
(Figure 6 (a) and (d)). The most frequent anomalous behav-
ior is falling, occurring with approximately 40% frequency
in the training set (Figure 6 (b)) and 50% in the test set (Fig-
ure 6 (e)). The scene distribution is primarily concentrated



Datasets Modality #Frames #Scenes #Anomaly Types Anomaly:Normal #Avg Words Open Set Data Source

UCSD Ped2 [4] Video 4,560 1 5 Classes 1:2 - ✓ Collection
UMN [7] Video 7,741 3 1 Classes 1:4 - ✓ Collection
UCSD Ped1 [4] Video 14,000 1 5 Classes 1:2 - ✓ Collection
CUHK Avenue [5] Video 30,652 1 5 Classes 1:7 - ✓ Collection
Subway Exit [2] Video 64,901 1 3 Classes 1:13 - ✓ Collection
Subway Entrance [2] Video 144,250 1 5 Classes 1:11 - ✓ Collection
Street Scene [8] Video 203,257 1 17 Classes 1:4 - ✓ Collection
UBnormal [1] Video 236,902 29 22 Classes 2:3 - ✓ Synthesis
ShanghaiTech [6] Video 317,398 13 11 Classes 1:18 - ✓ Collection
UCF-Crime [9] Video 13,741,393 Unlimited 13 Classes ≪1:1 - × Collection
UCA [11] Video, Text 13,741,393 Unlimited 13 Classes ≪1:1 20.2 × Collection

PAB (Ours) Image, Text 1,015,583 480 1600 Classes 3:2 50.3 ✓
Synthesis &
Collection

Table 7. Comparison of the statistics of our PAB and other Video Anomaly Detection (VAD) datasets. The statistics of previous datasets
have been recorded in [1].

on the lawn, gym, and parking lot in both subsets, as shown
in Figure 6 (c) and (f).

A.3. Comparisons with More Video Anomaly De-
tection Datasets.

In Table 7, we compare our proposed PAB dataset
with the most utilized Video Anomaly Detection (VAD)
datasets. Eight metrics are reported: modality, number
of frames/images, scenes, anomaly types, the proportion
of anomaly versus normal, average number of words per
sentence, open-set characteristics, and data source. Com-
pared to other video datasets, PAB is distinguished as
an image-text pair dataset and features a higher number
of anomaly types from a broader range of event scenes.
For all datasets, the “Anomaly:Normal” ratio represents
the proportion of anomaly video frames/images to normal
video frames/images. While most VAD datasets are anno-
tated solely with normal/abnormal labels or abnormal cat-
egory labels, PAB provides detailed annotations including
appearance descriptions, actions, and scene information.
Most video datasets maintain open-set characteristics for
anomaly detection. To ensure consistent open-set character-
istics, we provide a real-world Out-of-Distribution (OOD)
test set for PAB sourced from UCF-Crime [9]. Notably,
UBnormal [1] is also a synthetic dataset, but unlike PAB,
both its training and test sets consist entirely of synthesized
data.

A.4. Visualizations.

In Figure 7, we present additional example image-text pairs
from our proposed dataset, PAB. The figure includes 12
synthetic training image-text pairs (top) and 12 real-world
test image-text pairs (bottom). These pairs are divided into
two categories: one depicts anomalous behaviors, while the
other illustrates normal actions. Each image-text pair is
meticulously annotated with specific scene and action (or

anomaly) classifications to facilitate further precise learn-
ing and evaluation. It is worth noting that while the training
set sometimes contains some noise in the generated cap-
tions, the test set captions have been professionally refined
to ensure high-quality annotations. This provides a reliable
benchmark for assessing model performance.

B. Experiment Details and Further Experi-
ments

B.1. Training Details.
We train the Cross-Modal Pose-aware (CMP) model using
PyTorch on four NVIDIA GeForce RTX 3090 GPUs. The
first 500 training iterations serve as a warm-up phase. Each
image input is resized to 224 × 224 pixels, and the maxi-
mum text token length is set to 56. For image augmenta-
tion, we apply techniques such as random horizontal flip-
ping and random erasing. For text augmentation, we em-
ploy EDA [10]. Training for 30 epochs on the full training
set takes approximately 4 days and 4 hours.

B.2. Inference Details.
During inference, we first obtain the embeddings of all
query texts and candidate images (integrated with pose)
from the test set, then compute the text-to-image similar-
ity. For each query, we select the top 128 images with the
highest similarity scores. These images are then re-ranked
based on the matching probabilities predicted by the cross-
modal encoder and the MLP head. The final ranking results
constitute the search outcomes of the model.

B.3. More Qualitative Result Examples.
We present 12 additional text-based person anomaly search
qualitative results of our method in Figure 8. For each query
(anomalous or normal), we display the top five retrieved im-
ages. True retrieval results are marked with green boxes,
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"A young child is riding a black bicycle on a 
paved surface. The child is wearing a dark 

blue t-shirt, light blue jeans, and black shoes. 
They are also wearing a black helmet. In the 

background, there is a white car with the 
word \"TRIK\" on it."

Scene: parking lot
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"A child is falling when riding a blue bicycle 
on a paved path. The child is wearing a blue 
jacket, black pants, white shoes, and a black 

helmet. The background features green 
foliage."

" A man is running on a frozen lake. He is 
wearing a blue jacket, black leggings, gloves, 
and a black beanie. The background features 

a snowy landscape with trees. "ru
n
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g

" A person is walking on a frozen body of 
water, wearing a black jacket and pants, with 
one foot in the water. The surface of the ice 

is cracked and uneven. "ru
n

n
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Scene: frozen lake

Scene: juggling

"A person is holding a stick with a ball 
attached to the end, wearing a white crop 
top with a graphic on the front, blue jeans, 
and a black belt. The background is a plain, 

light gray wall."ju
gg

lin
g

"A person is standing outdoors in a forest, 
holding a fire staff with flames at the end. 
They are wearing a black tank top, black 

leggings, and black sneakers. The 
background consists of trees and greenery."fa

ili
n

g 
to

 
co

n
tr

o
l f

ir
e

" A young person is skateboarding on a ramp, 
wearing a white t-shirt, blue jeans, and a 
black helmet. The skateboard has green 

wheels and black and white designs on the 
deck. The background features a chain-link 

fence and trees. "
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" A young boy is falling when skateboarding 
outdoors. He is wearing a dark blue hoodie 

with a graphic design, blue jeans, white 
socks, and black sneakers with white laces. 

The skateboard has green wheels. The 
background includes a paved area and some 

greenery. "
fa
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Scene: skatepark

" A man in a blue shirt and cap is holding a 
large camera on a tripod, filming an 

elephant in an enclosure with a green fence. 
The elephant has a long trunk and tusks, and 
the scene appears to be set in a naturalistic 

environment. "
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" A person wearing a teal shirt and dark 
pants is holding a camera, taking a photo of 

an elephant that is extending its trunk 
towards them. The setting appears to be an 

outdoor enclosure with wooden barriers and 
greenery in the background. "
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Scene: zoo

" A man in a blue shirt and jeans is sitting on 
the floor with a baby wearing a light blue 
outfit. They are playing with a yellow and 

green toy. The background includes a yellow 
couch and a white curtain. "
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" A man with a beard and mustache, wearing 
a light blue shirt, is holding two crying babies. 

One baby is dressed in a light blue striped 
shirt and gray pants, while the other is in a 
white outfit. The background appears to be 

a window with white curtains. "
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Scene: living room
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"he image shows a person in a yellow shirt 
playing table tennis. The person is holding a 
paddle and appears to be in the middle of a 
swing, with the paddle making contact with 
the ball. The background is blurred, focusing 

attention on the action."

Scene: indoor
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"A person wearing a yellow shirt and black 
pants is standing in front of a ping pong 
table, holding a paddle. He is turning his 

back to the camera and is bending slightly. 
The background includes a wall with a 
painting and a piece of furniture with a 

guitar and other items on it."

" A woman stands outdoors, wearing a green 
sweater with a reindeer design and a red 

shirt underneath. She is standing next to an 
inflatable Christmas tree decorated with 
lights and ornaments. In the background, 

there are people dressed in red jackets and a 
building with a red awning."
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" A person is standing outdoors, wearing a 
red sweater and blue jeans, with her head 
obscured by a large inflatable object. The 

inflatable has a black base and gold tinsel. To 
the left, there is a green inflatable Christmas 

tree with a wrapped gift at its base."ge
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Scene: Christmas display

Scene: skateboard park

"The image shows a skate park scene with a 
person in a black t-shirt and black pants 

performing a trick on a skateboard, while 
another person in a dark shirt with a white 

design and black pants stands nearby 
holding a skateboard."
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"The image shows a skate park with a 
concrete ramp. In the foreground, there is a 
shadow of a person falling when performing 
a skateboarding trick, with the skateboard 

visible beneath him. In the background, one 
individual is standing near a metal railing 

holding a skateboard."
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" The image shows three individuals in a 
casual setting, possibly a bar or a restaurant. 
One person is wearing a patterned shirt and 

bright shorts, while the other is shirtless. 
They appear to be in motion. The 

background includes a man with white t-
shirt who is watching them."
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" The image shows two men in a bar. One 
man is wearing a green shirt and white 

shorts, while the other is in a patterned shirt 
and colorful shorts. They appear to be 
engaged in a playful or confrontational 

interaction, with one man holding a drink 
and the other gesturing with his hands."
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Scene: bar

" The image shows two individuals on a dirt 
bike in a grassy area with trees in the 

background. The person in the front is 
wearing a dark jacket and jeans, while the 

person in the back is dressed in a 
camouflage jacket and jeans. The dirt bike is 

red and black."m
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" Two individuals are seen in a grassy area, 
one wearing a dark jacket and blue jeans, 
and the other in a camouflage jacket and 

blue jeans. They are falling off the standing 
red dirt bike with a white and red design. 

The background features trees and bushes."
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Scene: dirt road

" The image shows a group of people 
gathered on a snowy slope. They are dressed 

in winter clothing, including jackets, hats, 
and gloves. Some are standing near a water 
feature, which appears to be a small pool of 

water surrounded by snow."sn
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g
" The image shows a group of people 

gathered on a snowy slope. One person is 
sliding down a water slide and splashing into 
a pool of water. The person is wearing a hat. 
The crowd is watching the scene, with some 
individuals standing and others sitting on the 

snow."
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Scene: ski slope
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Figure 7. Dataset Examples. 12 training (synthetic) image-text pairs from the PAB dataset are at the top, while 12 test (real-world) image-
text pairs are at the bottom. Half of the examples depict anomaly behaviors, while the other half show corresponding normal actions. Each
pair is annotated with scene and action (or anomaly) classes. Minor errors may be present in the generated captions of the training set,
whereas the captions in the test set have been refined by professionals. (Best viewed on a computer screen with zoom.)

while blue and red boxes indicate incorrect matches. Blue
boxes denote images that belong to the same ID as the query
but do not match the action. We highlight the parts of the
text queries that describe appearance in green, action in red,
and the background in orange. In addition to appearance
and background information, our model can effectively dis-
tinguish fine-grained action information. Even the incor-
rectly matched images displayed in Figure 8 still show some
relevance to the query sentences.
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Query: A child is standing on a concrete surface, wearing a 

patterned shirt and shorts. The child is holding a toolbox that 

is open on the ground, containing various items...

Query: The image shows a person riding a blue bicycle on a 

grassy field. He is about to fall down. The person is wearing a 

light blue hoodie and light-colored pants…

Query: The image shows a person standing on a white 

platform in a living room. She is waving her hands and feet, 

looking like she is about to fall. The individual is wearing...
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Query: The image shows a young child walking on a 

concrete surface. The child is wearing a long-sleeved shirt and 

shorts with a colorful pattern…

Query: The image shows a person riding a bicycle on a 

grassy hill. The rider is wearing a blue helmet, a gray jacket, 

and dark pants. The background features a mix of green...

Query: The image shows a person standing on a white 

platform in a living room… black shorts, and she has one leg 

raised, with her arm extended upwards…

A
n

o
m

a
ly

N
o

rm
a

l

Query: A young person is playing soccer in a backyard. He 

is wearing a blue and black jacket, black pants, and white 

socks. The yard has a wooden fence, a basketball hoop…

Query: A person is balancing on a slackline outdoors, 

wearing a black hoodie, black shorts, and sneakers. The 

background features greenery and trees.

Query: The image shows two children standing on a 

trampoline in a garden. The girl, wearing a pink top and 

purple shorts, is reaching out to the boy, who is dressed…

Rank1                                                                       Rank5 Rank1                                                                       Rank5 Rank1                                                                       Rank5

Query: A young man is bending over, and the basketball 

hoop above him is falling, which could hit his head in a 

backyard. He is wearing a blue shirt, black shorts, green...

Query: The image shows a person performing a flip in a 

grassy area... wearing a black outfit and appears to be in mid-

air, with his legs extended and arms raised…

Query: The image shows two children playing on a 

trampoline in a garden. One child… is standing on the 

trampoline, while the other… is lying on the trampoline...

Figure 8. More Qualitative Results. 12 examples of top-5 person anomaly search results with text queries for anomaly actions and normal
actions. Matched images are marked by green boxes, mismatched images are marked in red, and blue boxes indicate cases where the ID
matches but the behavior does not. The parts of the queries that describe appearance, action, and background are highlighted in green, red,
and orange. It is best viewed on a computer screen with Zoom.
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