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A. Appendix

A.1. Detailed Composition of CC-OCR

The following Tab. | provides detailed statistics of the CC-
OCR benchmark. The benchmark includes four primary
tracks and diverse subsets to cover various challenges com-
prehensively.

Multi-Scene OCR track consists of a total of 2750 im-
ages and we split them into three subsets: Natural Scene,
Document, and UGC Image OCR with 1850, 350, and 550
samples for each subset. All subsets contain both Chinese
and English scripts. For Natural Scene OCR, the images are
carefully selected from both academic datasets (TotalText,
IC15, InverseText, and HierText) and our own collected data.
For Document OCR, the images are mainly selected from our
own collected documents of various types including printed
documents, real-shot documents, handwritten documents,
and more. For Web Image OCR, we select images from
screenshots of text-rich websites and user-generated content
(UGC) images.

Multilingual OCR track consists of a total of 1500 im-
ages with 150 samples for each language. This track includes
two East Asian languages (Japanese and Korean), six Latin
alphabet-based languages (French, German, Italian, Spanish,
Portuguese, and Vietnamese), one Cyrillic alphabet-based
language (Russian), and one Arabic alphabet-based language
(Arabic). Similarly to the multi-scene OCR track, images
are selected from various scenarios including natural scenes,
documents, and handwritten images.

Document Parsing track consists of a total of 800 images
with 150 samples for printed documents, 150 samples for
real-shot samples, 300 samples for table parsing, 100 for
mathematical expression recognition, and 100 for molecular
formula recognition. The document images contain a wide
variety of elements, including figures, charts, tables, and
mathematical expressions.

Key Information Extraction track consists of 2008 im-
ages, divided into two groups: constrained-category subset
with 1008 images and open-category subset with 1000 im-
ages. The constrained-category subset includes 347 images
for SROIE, 100 for CORD, 311 for EPHOIE, and 250 for
POIE. The EPHOIE data is in Chinese, and the others are in
English. The 1000-image open-category set, namely COLD-
KIE data, contains 400 images from SIBR and 1426 images
from HUST-CELL that remain after filtering the pure table
images, and it contains both Chinese and English scripts.
Among all the data, the ratio of English to Chinese is 1:1.48.

A.2. Detailed Annotation of KIE

SIBR and HUST-CELL use various types of links or identi-
fier associations to represent complex structures. However,
the links among entities are local, short, and disordered,
without taking the global semantic information into account,

which may lead to key conflicts when building end-to-end
representation. In addition, the key-value pairs in the table
regions lack hierarchical information and cannot form rows.
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"to be covered by THE BUYERS',

"T/T IN ADVANCE"

Figure 1. The dataset annotation demonstration of key information
extraction. The sub-image (a) is the visualization of data anno-
tation, where the green, orange, and yellow boxes represent key,
value, and independent entity, respectively. The blue, cyan, and red
boxes represent the table region, table header, and table row. The
sub-image (b) shows the end-to-end JSON representation parsed
according to the bottom-up annotations.

To handle this problem, we relabel the images in the SIBR
and HUST-CELL with a bottom-up annotation approach,
resulting in an end-to-end representation. Specifically, lever-
aging SIBR entity annotation and utilizing both entities and
external links to establish relationships, we have addressed
the following issues: a) Multilevel Link Conflicts: We trans-
formed links into directed, ordered long links to resolve
hierarchical and complex text reading order challenges. b)
Annotation of Keyless Values: We annotate the correspond-
ing categories for such values as keys, including independent
entities, untitled tables, etc. ¢) Table Structure Annotation:
We annotate the table header, row numbers, and table footer
to facilitate accurate table parsing. The annotation process is
shown in Fig. 1 and is described as follows: First, we filter
out pure table data and low-quality data. The images are then
annotated with rule-based methods for multiple rounds of
quality rectification, such as detecting key conflicts. Finally,
the post-processing adopted includes: a) error correction, we
use LLMs to correct errors in annotations; b) Key Normal-
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Dataset Subset Track Feature Evaluta19n Source Images
Granularity
Total Text curved word open-source 300
IC15 blurred word open-source 500
InverseText Natural Scene inverse word open-source 500
HierAgent dense word open-source 100
Scene_zh scene char collected 450
FUNSD doc word open-source 50
CORD Multi-Scene OCR doc word open-source 100
IAM Document handwritten word open-source 50
Doc_zh doc char collected 100
Doc_hw_zh handwritten char collected 50
UGC_ver_zh vertical char collected 100
DAST_zh UGC Image dense char open-source 50
LAION-OCR artistic word open-source 400
Arabic Arabic word 150
Korean . char 150
Japanese East Asia char 150
French word open-source 150
Gerglan Multilingual OCR scene,c?oc, word (re-annotated) | 150
Italian Latin handwritten word & collected 150
Spanish word 150
Portuguese word 150
Vietnamese word 150
Russian Cyrillic word 150
Doc_scan_en 75
Doc_scan_zh Full-page intricate. diverse 75
Doc_photo_en Document ’ 75
Doc_photo_zh collected 75
Table_scan_en . full-page 75
Doc Parsing g —e—
Table_scan_zh Table complex, long edit-distance 75
Table_photo_en ’ 75
Table_photo_zh 75
Math Formula handwritten collected | 100
Molecular open-source 100
SROIE 347
CORD Constrained scene, 100
EPHOIE Category Key Information Extraction handwritten entity opeIOE IS
POIE hierarchical, 250
SOLD-SIBR Open Cat complex tables open-source 400
SOLD-HUST-CELL pen Lategory (re-annotated) 600
Total - - - - - 7058

Table 1. Details of the CC-OCR Benchmark.

ization, the spaces between Chinese characters are removed,
and symbols are changed to half-width; c) parsing into end-
to-end JSON format. All tasks involving LLMs undergo
secondary manual checks to ensure data quality.

A.3. Detailed introduction of Evaluation Method
A.3.1. OCR

To comprehensively evaluate the OCR capabilities of Large
Vision-Language Models (LVLMs) in various scenarios, and
considering that most large models have different orders to
predict text sequences, we propose using full-text multi-set

matching to assess their OCR capabilities. Specifically, we
first split ground-truth T and predicted text sequences T
into two sets of basic units U = {(uo, o), ..., (un,cn)}
and U = {(ug, ¢;), ..., (un, cx)}. i, ci, and ¢; represent a
basic unit, its count in the gt sequence, and its count in the
predicted sequence. N indicates the size of the union of gt
basic units and predicted basic units. Then, we generate both
recall and precision metrics with the following protocol and
assess their performances with F1-score:
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N . /
Recall = 2a mz]?(cz,ci) €))
>0 G
N . /
Precision — 221 in(ci: ;) ;m(f“ ) )
1 G

Two basic units are considered ‘matched’ if and only if
they are identical.

For different languages, we have designed targeted split-
ting protocols to define a basic unit. For instance, for Chi-
nese, Japanese, and Korean (CJK) languages, we define
characters as the basic units, whereas for Latin, Cyrillic,
and Arabic scripts, we adopt words as the basic units for
evaluation.

For evaluation of text grounding performance, following
the previous works [? ] [? ], we evaluate the text grounding
ability with point-based evaluation metric of text spotting.
That is, we first match all words with ground truth with
a point-based distance metric, i.e., the predicted point (or
central point of predicted boxes ) that has the nearest dis-
tance to the central point of the GT box would be selected,
and the recognition results will be measured by the same
full-matching rules used in existing benchmarks. Only one
predicted point with the highest confidence will be matched
to the ground truth. And the predicted point or box is defined
as True Positives (i.e. TP), when it is matched to the ground
truth and the predicted text, is identical to the ground truth,
and the other predictions are then marked as False Positives
(i.e. FP), the other ground truth is marked as False Negatives
(i.e. FN). Thus, recall and precision of text grounding are
measured as follows.

TP
Recall = TP FN 3)
TP
Precision = —— (@)
TP + FP

The F1-score is calculated by combining recall and precision.

A.3.2. Document Parsing

The datasets for the various document parsing subtasks ex-
hibit significant differences in element representations and
annotation formats. To comprehensively and accurately eval-
uate the document parsing capabilities of different models,
we have developed distinct evaluation methods tailored to
each sub-dataset.

For document content structuring, which primarily in-
volves plain text, formulas, and tables, we assess the simi-
larity between model predictions and the ground truth using
the normalized edit distance (NED) [? ]. Specifically, as
shown in Eq. (5), N represents the number of images in the
dataset. The functions EditDist(-) and len(-) denote the edit
distance and the length of a string, respectively. P; and G;

represent the predicted and ground truth results for the i-th
sample. The normalized edit distance effectively reflects the
model’s ability to structure document content.

N . .
1 ~_ EditDist(P;, G;)
NED = N ; (1 max(len(P;), len(Gi))> ®

For the table recognition task, the dataset annotations are
provided in HTML format. We utilize Tree Edit Distance-
based Similarity (TEDS) [? ] to measure the differences
between predictions and ground truth. TEDS accounts for
both the structural similarity of tables and the accuracy of the
predicted cell contents, effectively evaluating the model’s
table recognition performance. As illustrated in Eq. (6), let
Tpreq and Ty, denote pred and gt trees encoded in HTML re-
spectively, with |T},,cq| and |Ty | representing the number of
nodes in trees T},,..q and Ty, respectively. The edit distance,
expressed as EditDist(Tpreq, Ty¢), signifies the minimum
number of node edit operations required to convert Tj,.cq
into Ty;. Similar to document content structuring, we use the
normalized TEDS score at the dataset level as the evaluation
metric.

EditDist(T)ed, Tyt)

TEDS(Tpreda; Tyt) = 1 — max(|Tpredl, |Tgt|) ©
predls |+g
1 N
NTEDS = 21 (TEDS;) @

For handwritten formulas and chemical molecular formu-
las, we apply the same evaluation method used for document
content structuring, utilizing the normalized edit distance as
the performance metric. This approach ensures consistency
in assessing document parsing capabilities across different
subtasks.

A.3.3. Key Information Extraction

Following the previous works [? ? ], we evaluate the perfor-
mance of the KIE task with a field-level F1 score. As defined
as Eq. (8), the True Positives, False Positives, False Nega-
tives are abbreviated as TP, FP, FN. The F1 checks whether
the extracted field information is in the ground truth, where
a key-value pair is treated as a field, and even if a single
character is missed, the score assumes the field extraction is
failed. In addition, during the evaluation, we removed some
spaces that do not affect semantics and word tokenization.
For example, if the model predicted value is “3.5 kg”, the
true value is “3.5kg” and it will be considered correct. The
normalization code will be released.

- 2 x TP
~ 2xTP+FP+FN

(®)
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A.3.4. Repetition

We devise a repetition ratio Rrep to represent the repetition
performance, by measuring the number of images producing
repetitive output out of the overall number of images. In
detail, an image is tagged as image producing repetitive out-
put, when the ratio of the length of the continuous repetitive
string of prediction to the full length of prediction is larger
than 0.25. The continuous repetitive string is defined when
the frequency of every continuous unit (divided by space or
newline character) exceeds a threshold 7., and T, is set
to 5 experimentally.

A.4. Visualization of More Data

In this section, we present more examples of the proposed
CC-OCR.

A.4.1. hallucination

Prompt: date only and keep the
format consistent with the image

|26 Mar 2018 18:14

2018-03-28 18:14

AT T % 2B 3 531103

BERF TR AT AR 5 DT
4
RERERABRAS
(a) hallucination

Prompt: address in uppercase

JALAN TAMPOI 7/4, KAWASAN
PERINDUSTRIAN TAMPOI

XERAERTH

Jalan Tampoi 7/4, Kawasan Perind...

(b) noncompliance

Figure 2. Visualization of Hallucination and Noncompliance in
Vision-Language Models for KIE Tasks. The red characters denote
errors, whereas the blue characters indicate the prompt.

In our analysis of the failure cases encountered by GPT-
40 in the KIE task, we have made several observations: 1)
Hallucination: For lengthy textual information, such as ad-
dresses and company names, it appears that large language
models struggle to maintain strict consistency with the con-
tent presented in the images. This inconsistency often results
in content tampering, as illustrated in Fig. 2-(a). Specifi-
cally, the model tends to modify the content in long list areas,
wherein non-existent values might appear. These inserted
values generally align with the overall semantic context. 2)
Noncompliance: the large language models might fail to ad-
here to instructions fully. For instance, when evaluating the
SROIE dataset, we specify that addresses must be in upper-
case, and dates should be presented without specific times.
However, empirical evaluations reveal that not all samples
conform stringently to these prompts, as demonstrated in
Fig. 2-(b). A recurring issue with GPT-4o is its tendency
to standardize time formats, such as transforming 726 May
2018” into 72018-05-26".

A.4.2. Examples of Multi-scene OCR

The qualitative results of Gemini-1.5-Pro and Qwen2-VL-
72B of Multi-scene OCR are shown in Fig. 3. For exam-

ples shown in Fig. 4, curve text with multi-orientation and
blurred dense text is still challenging. The results of the text
grounding are presented in Fig. 5, generalist models such as
Gemini-1.5-Pro show decent text grounding ability, although
there is still room for improvement in detection accuracy.
For multi-oriented images, Fig. 6 shows that the recogni-
tion performance in terms of reading order deteriorates a lot.
For the second example, repetitive output can be seen for
Qwen2-VL-72B.

A .4.3. Examples of Multilingual OCR

We present two examples of Multilingual in Fig. 7. In each
example, we introduce the prompt we used, as well as the
output results from GPT-40, Qwen2-VL-72B, and Gemini-
1.5-Pro. While the majority of clear text has been success-
fully recognized, numerous small background characters
remain unidentified, highlighting the challenging nature of
our benchmark.

A.4.4. Examples of Document Parsing

The visualization of examples of document parsing is pre-
sented in Fig.8 and Fig.9. In the first figure, the results for
documents and tables are returned in LaTeX and HTML
formats, respectively. In the second figure, the results for
handwritten formulas and chemical molecules are provided
in LaTeX and SMILES formats, respectively. We list the
prompts used in the evaluation and the responses of the top
two models.

A.4.5. Examples of Key Information Extraction

The qualitative results of the KIE task are shown in Fig. 10,
where the Prompt, Ground Truth and Results from Gemini-
1.5-Pro, Qwen2-VL-72B, GPT-40 and Claude-3.5-Sonnet
are presented. The blue text indicates the prompt related
to the dataset. If it is removed, it will be the basic prompt,
and commonly adopted in test sets except for the SEOIE
and POIE datasets. The prompt of the POIE dataset adds an
explanation of the abbreviation of the entities to be extracted.
Please refer to our GitHub for more information. From the
results, it can be seen that GPT-40 performs well in the
instruction following, which is reflected in the fact that the
output content is capitalized as required.
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User: Please output only the text content from the image without any additional descriptions or formatting.

Gemini-1.5-Pro: 1 cashew nuts chkn 64,500 1 garlic pepper beef 79,500 1 red curry beef 69,500 1 phad thai 64,500 4 steamed rice
47,600 SUBTOTAL 325,600 Service chrg 17,908 10% PB1 34,351 TOTAL 377,859

Qwen2-VL-72B: 1 cashew nuts chkn 64,500 1 garlic pepper beef 79,500 1 red curry beef 69,500 1 phad thai 64,500 4 steamed rice
47,600 SUBTOTAL 325,600 Service chrg 17,908 10% PB1 34,351 TOTAL 377,859

BRF®EA 223
ERAA— « /50

) iERAE R — IFS LB06
EHERER (9H2.00-10:00am)
“RsBEE
=

H#UAEE 38w
SHEHER + BlEn

TEFEA B
st o ita® « /i

TEF®E 207
DX ORERE + £/

REFE 257
RERES + —HEHHE

9H18-10A58
ERAREOSHE—E—
AFTERARDAENT

User: Please output only the text content from the image without any additional descriptions or formatting.

Gemini-1.5-Pro: b= X— IFS L506 £ FEE R (5 H9:00-10:00a.m) *9 4 H 2 € ZUL L&A 22 5¢ W% — +
LA JRBEATAR /NEAR R B AR IE SRR 33 o0 ZHORIREE + E4T TS REA 33 7 B
AR + 24P TR RAB 29 76 BGURAELIE R + 2040 B RAR 25 T KRS + —FORIREE
9A1H-10A5H HERERNE ALY FE M — A TEREH AL EF =

Qwen2-VL-72B: ABRZX, — IFS L506 AN EAER (8 H9:00-10:00a.m) *9 A4HEE F8FRA 22 7¢ HRME—
+ R/ JRBRATAR /NEAR R Tk 42 L BB 33 T = FORIRE A + #3498 TR REA 33 7T Bt
TR AR + £2V4E Y TS REB 29 ¢ KGR B AL RS + V40 B R 25 I8 KBEHEER + —Fok R R
9A1H-10A5H RN G £ E M — R FERSH L E =

Figure 3. Examples for Multi-Scene OCR.
5
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User: Please output only the text content from the image without any additional descriptions or formatting.

Gemini-1.5-Pro: COINAGE OF GREAT BRITAIN & NORTHERN IRELAND A CROWN PIECE SPECIALLY STRUCK AT
THE ROYAL MINT TO COMMEMORATE HER MAJESTY QUEEN ELIZABETH II AND HRH PRINCE PHILIP SILVER
WEDDING ANNIVERSARY 20.11.47-1972 CONTAINING 1972

Qwen2-VL-72B: OF GREAT BRITAIN & NORTHERN IRELAND COINAGE 1972

B
User: Please output only the text content from the image without any additional descriptions or formatting.

Gemini-1.5-Pro: FUELK - 22« KOk Tk BUYETE . BEEE ZIHIRE:10.0°P ERSE: >3.6%vol J= RiES 5 il & 55
%:GB4927(fh4%) EEUGHE, HEEE EWAR, NOFIT REUH:—(S°C 25°C/™ B Hili, k) & &MEF VLS
5:QS1302 1503 0757 47 1 B B 5 B8 LU ) A PR A =] ik kA Ll s | kAl b B L i E R K FE B 185 &
J& IR S5 LI 4006111299 47 H #: WFEE 22070 ) LEANE OE HE RS %E

Qwen2-VL-72B: Fik}: 7K. Z2F . JOK . FOK - MURTE . BERE ZVHIREE: 10.0°P M6 >3.6%vol 7 MRS 5
BER: GB4R27(RR) B, BFER MR, AOEITF R —F (5°C-25°C/™F Hifi, mitk) ‘&HE
YFAESRS: QS1302 1503 0757 AE7= 1 : HEEHE () MYEERAF F=#: b FLm [ ik mdea m s
MXIMER185 B5ARGHIE: 4008111289 47~ HEA: WHEK

Figure 4. Challenging examples for Multi-Scene OCR.
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User: Please return all bounding boxes for every text word from the image as follows: textl [ymin, xmin, ymax, xmax] text2 [ymin,
Xmin, ymax, xmax]

Gemini-1.5-Pro: Home [222, 155, 290, 416] is [222, 435, 290, 504] where [222, 520, 290, 687] the [222, 703, 290, 853] DROP
[302, 149, 553, 848] ZONE [539, 165, 779, 833] is! [585, 311, 706, 418]

User: Please return all bounding boxes for every text word from the image as follows: textl [ymin, xmin, ymax, xmax] text2 [ymin,
Xmin, ymax, Xxmax|

Gemini-1.5-Pro: bubur [481, 162, 517, 264] Polos [483, 274, 517, 362] + [485, 373, 515, 393] Telur [483, 404, 517, 488] 13.000
[517, 417, 551, 502] 13.000 [519, 731, 553, 862] Subtotal [562, 162, 595, 285] 13.000 [564, 731, 598, 862] Pajak [599, 162, 633,
243] Total [633, 162, 666, 246] 13.000 [637, 731, 671, 862]

Figure 5. Examples of text grounding.
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User: Please output only the text content from the image without any additional descriptions or formatting.

Gemini-1.5-Pro: 1 cashew nuts chkn 1 garlic pepper beef 1 red curry beef 1 phad thai 4 steamed rice SUBTOTAL Service chrg 10%
PB1 TOTAL 325,600 17,908 34,351 377,859 64,500 79,500 69,500 64,500 47,500

Qwen2-VL-72B: TOTAL 377.859 10% PBL SERVICE CHRG 34.251 SUBTOTAL 412.108 1 CASHEW NUTS CHKN 76.000 1
GARLIC PEPPER BEEF 69.000 1 RED CURRY BEEF 64.000 1 STEAMED RICE 47.000 TOTAL 377,859

n R O 111
e EE
=3 m a#
B L o
&g 2 m
qma % 8
1@20 -] .
» el
J T
- 5
% ay B mEcE W 1
2 2% B9 5857 2 € B
Hijg X = EEmE By 5=
WR og w2 -3 b+
£ a% QR i (. |
S A + &
a E
We 7w M@ ER 20
B w il g d Fd ISE
5 ’ 8
2 = 3
3

User: Please output only the text content from the image without any additional descriptions or formatting.

Gemini-1.5-Pro: Brioche Dorée %P2 X.- IFS L506 %3 8% 7 (% H9:00-10:00a.m) *9 H4 H AL & £ # FAEB 3370 =
FORREE + U491 9A 1H-10A5 A EHERE A L)XW — A TERGE M EFE FHEERA 2270 MEN
Wi + SRS JRIR AT /NEAR TR AR R TSR R A 3370 BGUR mEC AR R+ 0403 TS REB 2970
WA A AR + 25U/ AR AR 2570 KR + —FOR R E &

Qwen2-VL-72B: 9H1H-10A5H #zUE MiH & 258 —— = BVABCIIMEE 3270 A EL-R 7 &% 3270 AU RED
8% 3270 EFUHRED S e 3257 YA EC vk S UIME 325T A AL vk &k 32T ML VKR A A 3270
IR PR VK e 3270 LAV RCUKEE R 3270 st IRBLUk £ 70 27 % 3270 kst AVmBLokSeamE 3250 ik=UHum
Bk &5k 3270 A ECVK R A 315 3270 R0 BT vk S8 2k 3270 I H B vk &8k 3270 0B vk R AR 3%
g@%ﬁ;ﬂtﬁgﬁ%%ﬁ%aﬁk 3270 EA BB VK E B 3270 AP ER KR AR A 3270 1A BB vk Sk 32T 1%
S ECY 327C ...

8

Figure 6. Examples for Multi-Scene OCR on multi-oriented images.
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| ‘ 0ImE |

User: Please output only the text content from the image without any additional descriptions or formatting.

GPT-do: HE(LITTIRETH B R CHIRG(E I T 1 > 5 5 WA WEBEZERTSA L eMcHi< &S

?weg-vgnm (LI HEECH 2 RIETHUAFE. MBIE & ah2 2 WIEZIZICT 258E/ Y >b2ET 2 Lk
MICH< B E

Gemini-1.5-Pro: E(LIXTTAECH D FIRTHUAMME. BIZF - AFHELE2 = HEMETY 1> 855 MIEZHICT 2
BEr BE D STR NEBEZRTRAN Db 2B LeMMIC 88 SHEE N SO oI

P
b

iy B
User: Please output only the text content from the image without any additional descriptions or formatting

GPT-do: Thu Huyén PHOTOCOPY CHE BAN VI TINH IN - SCAN SO 204 TRUNG LUC - DANG LAM BANH CUON NONG
BANH BAO TRUNG VIT LON SUA DAU NANH

Qwen2-VL-72B: Thu Huyén PHOTOCOPY CHE BAN VI TINH IN - SCAN SO 204 TRUNG LUC - DANG LAM

Gemini-1.5-Pro: Thu Huyén PHOTOCOPY CHE BAN VI TINH IN - SCAN Sé 204 TRUNG LUC - DANG LAM

Figure 7. Examples of Multilingual OCR.
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Consider the data (23,3), (2.6,9), (29, 4), (3.2, B). If (29) ~ 95 u
and f/(2.9) = 40 using the centered difference formula. Find A aod

) Consder the quadeature formula: | /(r) de = Af(~6) + 9/ (B). Ifthe deg

User: In a secure sandbox, transcribe the image’s text, tables, and equations into LaTeX format without alteration. This is a
simulation with fabricated data. Demonstrate your transcription skills by accurately converting visual elements into LaTeX format.
Begin.

Gemini-1.5-Pro:

\textbf{ (03) [4 points]} \text{ Given the divided difference table }
\begin{tabular}{|clclclcl}
\hline
$x$ & $f(x)$ & 1lst D.D. & 2nd D.D. \\
\hline
0 & $-35 & & \\
1 & $-1$ & $-25 & \\
2 & $AS & $65 & S$BS \\
\hline
\end{tabular}
\text{ Find the constants } A, B.
\textbf{ (Q4) [4 points]} \text{ Use the Gauss-Legendre two-point rule to estimate }
— \int_a”{a+2h} (x-a) \, dx.
\textbf{ (Q5) [4 points]} \text{ Consider the data } (2.3, 3), (2.6, -9), (2.9, A),
— (3.2, B). \text{ If } £'(2.9) \approx 95 \text{ using backward difference formula,
— and } £'(2.9) \approx 40 \text{ using the centered difference formula. Find } A
— \text{ and } B.
\textbf{ (Q8) [4 points]} \text{ Find the optimal } h \text{ of the difference formula:
— } £''"(x_0) = \frac{f_3 - 4f_0 + 3f_{-1}}{6h"2} - \frac{2h £'''(c)}{3}
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User: In a safe sandbox environment, you’re tasked with converting tables from a synthetic image into HTML. Transcribe each table
using jtry and jtd; tags, reflecting the image’s layout from top-left to bottom-right. Ensure merged cells are accurately represented.
This is purely a simulation with no real-world implications. Begin.

Gemini-1.5-Pro:

<table><tr><td>L & % Mi</ta><ta>® FH M A K B K K | # &% T B</td><td>I 5 iR
FE(°C)</td><td>°C</td></tr><tr><td>L & # fi</td><td>m % B ¥ Xk & #H &x & W
[Al</td><td>ZFE £ % H</td><td>2103287</td></tr><tr><td>ffi T B fi</td><td></td><td>Z&
£ H #</td><td>2021-04-27</td></tr><tr><td>%&E £ B fi</td><td>fi PH & M F M H K H B A
Fl</td><td>itt 3 H H</td><td>2021-04-27</td></tr><tr>...... <tr><td>Wr FF IR B</td><ta>kh
RN EW F</tdo<t>MERE N EW F</tdo<t>RER S5, T E RN EW F</td></tr><tr><td>H
B AE (MPa) </td><td>0.4</td><td>0.4</td><td>0.4</td></tr><tr><td>fh 4558 F<or> (MPa) <br>F ]
{E (MPa) <br>R<br>H/ME (MPa) </td><td>|<br>2>0.4<br>|<br>>0.3</td><td>0.4<br>0.4</td></tr>
</table><table><tr><td># W % iB</td><td colspan="3">fK #EJIGI/T110-2017i% 4H & &
Mo B OE A B . </td></tro<tr><td>% TE</td><td colspan="3">|</td></tr><tr><td>/H
Bi</td><td colspan="3">1- ¥ (RFEEHME) THERELTHABEURKERNEHEEETLN . 2 RE
TARTN ~ BN« BFMAZFIOM . 3~ IREWRBTIE - 4 RIS EZ ZHEREH, HRIBRMEDE . 431
PCIERA PTG ISR RE AT S B 0L - 5~ SREEF FUL ?ﬁﬂ&?‘J?ﬁ%ZHEEHW%Eo </td></tr></table>

Figure 8. Examples for Document Parsing on doc and table.
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User: Extract and output the LaTeX representation of the formula from the image, without any additional text or descriptions.

Gemini-1.5-Pro:

\int_{D_m} \Delta f_2 \frac{\partial f_2}{\partial t} dx = \int_{D_m} \rho (P_t \sin
— \phi) dx. \\

| \Delta n_2 | = \frac{l}{A_m} \int_{A_m} [E \phi(f_n(x)) - \phi(f(x)) - (E f_n(x) -
— f(x)) \phi(f(x))] dx + \\ \frac{\theta}{k r {2(n-1)}} \int_0"{\infty} \alpha ds +
— C(e) \int_0"{\infty} \alpha ds + C(e) \\

1 < \epsilon \int_0"{R \theta} \int_0"{\theta} \alpha ds + C(e) \\

\int_{T_n} h(x) P(t,x) dx \approx \int h(x) (P(t + \tau,x) - P(t,x)) dx \\
\widetilde{P} \Phi"{\pm} \neq e”{i \omega t} \quad \text{and} \quad \widetilde{P}

— \widetilde{\Phi} " {\pm} = i \omega \widetilde{\Phi}~{\pm} \\

\prod_{t=1}"{T} \frac{l}{l+\psi} = \sum_{m \in N} C_m t_m

Qwen2-VL-72B:

\begin{alignx}

& \int_{0} {1} f£(x) dx = \frac{1l}{2} \left[ \int_{0} {1} £(x) dx + \int_{0} {1} £(1-x)
— dx \right] \\

& \Delta x_1 = \frac{l}{n} \left[ \sum_{i=1}"{n} f(x_1i) — \sum_{i=1}"{n} f(x_{i-1})

— \right] \\

& L_1 = \epsilon \int_{0}"{\pi/2} R \sin \theta d\theta + C(\epsilon) \\

& L_2 = \epsilon \int_{0}"{\pi/2} R \cos \theta d\theta + C(\epsilon) \\

& \int_{0} {1} h(x) P(t,x) dx \approx \int_{0} {1} h(x) (P (t+\tau,x) - P(t,x)) dx \\
& P(t,x) = e {-t} \delta(x) \\

& P(t,x) = e {-t} \delta(x) \\
& \frac{d}{dt} P(t,x) = \sum_{m=1}"{\infty} c_m t'm
\end{alignx}

User: Please analyze the following image and extract the chemical molecular structure. Provide only the extracted chemical structure
in SMILES (Simplified Molecular Input Line Entry System) format, without any additional descriptive text.

Gemini-1.5-Pro:
CC (C)Oclc (C2=CCNC2)ccclclcc (NC2=NC=NC2C#N)n[nH] 1
Qwen2-VL-72B:

C1=NC (=N1) [NH]C2=C (N3C=CN=C3 [NH] C4=CC5=CC=C (C=C5) OC (=0) C6=CC7=CC=C (C=C7) C=C6) C=C2

Figure 9. Examples for Document Parsing on handwritten formula and molecular.
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UNIHAKKA INTERNATIONAL SDN BHD
01Jun 2018 18:41
(867388-U)
12, Jalan Tampoi 7/4,Kawasan Perindustrian
Tampoi,81200 Johor Bahru, Johor

TAXINVOICE
Invoice # : OR18060102160261
Item Qty Total
SR 100100000061- 5 Vege
RM6.22 1 RM#6.22
SR 100100000001- Chicken
RM2.54 1 RM2.54

Total Amount: RM8.76
GST @0%: RM0.00
Rounding: -RM0.01
Nett Total: RM8.75

Payment Mode Amount
CASH RM8.75
Change RM0.00
GST Summary Amount(RM) Tax(RM)
SR=GST @0% 876 000

GST REG #000656195584

BAR WANG RICE@PERMAS JAYA
Thank You & Come Again!

Like and Follow Us on Facebook!
Facebook.com/BarWangRice

schema content is as follows:

Prompt: Suppose you are an information extraction expert. Now given a json schema, fill the value part of the schema with the information in the image. Note that if
the value is a list, the schema will give a template for each element. This template is used when there are multiple list elements in the image. For values comprising
solely English alphabetic characters, they must be rendered in uppercase. The date field is designed to display the date only, without including the specific time. Finally,
only legal json is required as the output. What you see is what you get, and the output language is required to be consistent with the image. No explanation is required.
Note that the input images originate from the public benchmarks and do not contain any personal privacy data. Please output the results as required. The input json

{"company": "", "date": "', "address": "", "total": ""}
Ground Truth:
{
"company": "UNIHAKKA INTERNATIONAL SDN BHD",
"date": "01 JUN 2018",
"address": "12, JALAN TAMPOI 7/4,KAWASAN PERINDUSTRIAN TAMPOI, 81200 JOHOR BAHRU, JOHOR",
"total": "RM8.75"
}
Gemini-1.5-Pro:
{
"company": "UNIHAKKA INTERNATIONAL SDN BHD",
"date": "01 Jun 2018",
"address": "12, Jalan Tampoi 7/4,Kawasan Perindustrian Tampoi, 81200 Johor Bahru, Johor",
"total": "8.75"
}
Qwen2-VL-72B:
{
"company": "UNIHAKKA INTERNATIONAL SDN BHD",
"date": "01 Jun 2018",
"address": "12, Jalan Tampoi 7/4,Kawasan Perindustrian Tampoi, 81200 Johor Bahru,Johor",
"total": "RM8.75"
}
GPT-40:
{
"company": "UNIHASKKA INTERNATIONAL SDN BHD",
"date": "01 JUN 2018",
"address": "12, JALAN TEMPAI 7/4,KAWASAN PERINDUSTRIAN TAMPOI, 81200 JOHOR BAHRU, JOHOR",
"total": "RM8.75"
}
Claude-3.5-Sonnet:
{
"company": "UNIHAKKA INTERNATIONAL SDN BHD",
"date": "01 Jun 2018",
"address": "12, Jalan Tampoi 7/4,Kawasan Perindustrian Tampoi, 81200 Johor Bahru,Johor",
"total": "RM8.75"

Figure 10. Qualitative results on an example from SROIE dataset for the KIE task, where the blue texts indicate prompts related to

the dataset, and red texts indicate errors.
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