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1. Appendix

1.1. Details of HGS-1M Dataset

To construct the HGS-1M dataset, we first aggregate pub-
licly available multi-view human datasets [2, 3, 11] and pro-
cess them with the AnimatableGaussians framework [7],
which optimizes dynamic human sequences into static
3D Gaussian representations. For each human sequence,
we perform per-subject optimization for approximately 20
hours on an NVIDIA 4090 GPU, leveraging differentiable
rendering and skeletal priors from the SMPL-X model to
ensure geometric consistency across poses. The optimiza-
tion process aligns each Gaussian sequence to a canonical
space by extracting SMPL-X root rotation and translation
parameters, then rigidly transforming all Gaussians to the
origin. This step standardizes positional coordinates across
diverse datasets, eliminating inconsistencies in global ori-
entation and scale. For datasets lacking SMPL-X annota-
tions (e.g., synthetic assets), we fit SMPL-X parameters us-
ing EasyMoCap [1] before alignment.

After alignment, we render each human Gaussian from
90 viewpoints to maximize supervision coverage. The
camera setup includes 30 horizontal views (azimuth angles
spaced at 12° intervals), 30 upward views (elevation +15°
to +90°, azimuth spaced at 30° intervals), and 30 down-
ward views (elevation -15° to -90°), ensuring dense angu-
lar sampling for full 360° reconstruction. For small-scale
datasets like Thuman2.1 [12] and 2K2K [5], we apply iden-
tical rendering protocols to maintain consistency. To fur-
ther enhance diversity, we integrate 100k synthetic human
assets generated via parametric body models (e.g., SMPL-
X) and procedurally augmented with varied textures, cloth-
ing meshes, and lighting conditions. These synthetic assets
are converted into Gaussians using the same optimization
pipeline, with their root transformations reset to the origin.
The final dataset combines optimized real-world sequences,

rendered multi-view data, and synthetic samples, totaling 1
million human 3D Gaussians.

We report the statistical content of the following aspects
in the dataset to better display the content of the dataset,
including the gender, race, and age composition, shown in
the table 1.

Man Woman Asian White Black Hisp. < 20s 20-50s> 50s

51.6% 48.4% 69.3% 13.6% 9.0% 8.1% 34.0% 59.2% 6.8%

Table 1. Distribution of certain aspects of the HGS-1M dataset.

1.2. Method Details
VAE. The encoder of VAE that accepts multi-view input
consists of 4 3D-convolutional blocks, which downsamples
the H and W of the original image by 8 times. The view
dimension is not downsampled, and the input image size
is 512 × 512. For learnable tokens, the initial width and
height are the same as the size after the VAE 3D convo-
lution encoder downsamples. In addition, for the initial-
ized UV map, we selected 16 viewpoints to project back
the RGB value to the mesh and extract the output UV map
value. After that, this UV map is encoded through a 1 × 1
2D convolutional block into the feature dimension of the
learnable token and concatenated with it as the final initial-
ized token. After cross attention, we use 6 Conv-Attn dual
branch blocks to model the latent, and the final latent size is
64× 64× 16. The VAE decoder includes 4 2D convolution
blocks, and finally upsamples the UV map with Gaussian
attributes to 512 × 512 for sampling. After this, multiple
decode heads corresponding to various Gaussian attributes
are employed to obtain the final Gaussian.

MM-DiT We use 2D rotation position encoding (RoPE)
and RMS-norm in the DiT architecture. According to our
observation, it is necessary to add RMS-Norm to the train-
ing from scratch. After that, the model is more robust to
the learning rate and can converge normally under multi-
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Figure 1. Changes in DDPM v-prediction and Rectified flow train-
ing loss curves in the early stages of training

ple learning rates. For the final 2B model, a total of 30
MM-DiT blocks are included, with 32 attention heads in
each block, for a total of 64 heads. For the DIT training
objective, in our experiments, the difference between using
DDPM and flow matching is not obvious. For flow match-
ing, we use the same noise addition method and sampling
shift strategy as SD3 [4], and finally do not observe a signif-
icant performance improvement over DDPM. We observe
that DDPM converges faster in the early stage when train-
ing from scratch, as shown in the Fig. 1.

Baselines. 1) GHG [6]: The official checkpoint released
by GHG [6] is trained on the THuman2.0 [12] dataset,
which contains approximately 500 3D human subjects. To
ensure a fair comparison, we fine-tune GHG on part of the
HGS-1M dataset. For each subject, we render nine views
evenly distributed across azimuth and altitude. For the in-
painting network, we directly use the official checkpoint.
During training, following GHG, we use three fixed hori-
zontal views as input and apply multi-view supervision on
three randomly sampled views with evenly distributed az-
imuth. During inference, we use the same three input views
to generate novel viewpoints. 2) LGM [10], if we remove
the step of generating multi-view images from a single im-
age in front of LGM, LGM is a process of outputting Gaus-
sian images from multiple perspectives. Given this, we train
its second stage and directly give 4 GT perspectives during
inference, removing the multi-view generation step. In the-
ory, LGM can output the best results. 3) SIFU [13] is a
per-subject optimization method for single-image 3D hu-
man reconstruction. For each subject, we use the front view
as input to generate a textured 3D human model. DiffSplat
[8], We use Diffsplat to compare the text-to-3D Gaussian.
We use its original VAE and fine-tune it with our text and
3D data pairs. Finally, we calculated the CLIP score [9]
indicator on 100 test samples. The result of our model is
25.89, while the result of DiffSplat is 24.62. We also pro-
vide some visual results of the text-to-3D, generated by our
methods, please refer to Fig. 2.



The female has dark hair styled simply. She is wearing 
a dark, slightly oversized hoodie. The lower body is 
clad in a long, black skirt that is smooth in texture. She 
is wearing black sandals.

The hairstyle of the young male is short, standard build. He 
is wearing a light blue t-shirt made of a plain. His pants are 
light gray, which have a comfortable, relaxed fit.

The young male have a medium skin tone and short 
hairstyle styled upward. He is wearing a long-sleeved, 
light blue raglan t-shirt. The pants are blue and white 
checkered plaid.

The male hairstyle is short and appears neat, wearing a 
checkered shirt. He is paired with light blue jeans. On his 
feet, he wears brown shoes.

Figure 2. Results of Text-to-3D human Gaussians.



Figure 3. Visualization of sampled cases from our HGS-1M Dataset.



Figure 4. Results of single image-to-3D human Gaussians.
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