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1. MM-Net
Inspired by the Text-IF [1], we introduce a Multi-Modal
Network (MM-Net) for infrared and visible image fusion.
The network comprises two parallel encoders with self-
attention, a cross attention module for cross-modal feature
interaction, and a decoder to reconstruct the fused image.
In the following, we provide a detailed description of the
architecture.

Parallel Encoders with Self-Attention. To capture
salient features from both modalities, we first extract fea-
ture maps from the infrared image Iir and the visible image
Ivis using two parallel encoders:

Fir = Eir(Iir), (1)

Fvis = Evis(Ivis), (2)

where Eir and Evis denote the encoder networks for the
infrared and visible images, respectively. Then, a self-
attention mechanism is employed to capture long-range de-
pendencies within the feature maps. For an input feature
map F , the self-attention operation is defined as:

F̃ = softmax

(
QKT

√
dk

)
V, (3)

where Q, K, and V are the query, key, and value matrices
obtained from F through linear projections, and dk is the
dimensionality of the key vectors. This process enriches
the extracted features by emphasizing important regions and
suppressing irrelevant information.

Cross Attention for Cross-Modal Feature Interaction
Following the self-attention mechanism, the refined feature
maps F̃ir and F̃vis are further processed using a cross atten-
tion mechanism to enable effective cross-modal interaction.
The cross attention is computed as:

F ′
ir = softmax

(
QvisK

T
ir√

dk

)
Vir, (4)

F ′
vis = softmax

(
QirK

T
vis√

dk

)
Vvis. (5)

Feature Decoding. The features F ′
ir and F ′

vis are con-
catenated along the channel dimension, and form a compre-
hensive feature representation:

Ffuse = Concat(F ′
ir, F

′
vis). (6)

The fused feature map Ffuse is then passed through a
decoder network D to reconstruct the final fused image:

Ifuse = D(Ffuse). (7)

The decoder is designed to progressively integrate multi-
scale features and ultimately output a fused image with a
collection of rich textures and salient targets.

2. More Experiments
As the length of the main paper is limited, we present more
visual comparisons here to show advantages of LUT-Fuse.

The results on the LLVIP are presented in Figs. r1-r3.
Our LUT-Fuse demonstrates three significant advantages,
attributed to the LUT architecture specifically designed for
multi-modal fusion tasks. First, our method effectively
highlights thermal targets. As shown in the three sets of
results, the pixel intensity of thermal targets in our outputs
is the highest, indicating that they are the most prominent.
Second, our results show better brightness and finer detail,
in the second and third sets, revealing more scene content
with greater clarity. Last, our approach produces more vivid
and natural colors, leading to perceptually superior results.
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Figure r1. Qualitative comparison of our proposed LUT-Fuse with the state-of-the-art methods
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Figure r2. Qualitative comparison of our proposed LUT-Fuse with the state-of-the-art methods
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Figure r3. Qualitative comparison of our proposed LUT-Fuse with the state-of-the-art methods
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