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In this supplementary material, we provide more details
of the paper. In Sec. 1, we introduce the specific func-
tionalities and design principles of the ToolVQA toolset.
In Sec. 2, we provide the pseudocode of the LCS-based
example matching algorithm that is applied in ToolEngine.
In Sec. 3, we provide more user study details, including the
composition of our users, the sampling process of initial
user logs, and methods for data quality evaluation metrics.
In Sec. 4, we provide more experiment details, including the
training pipeline, training hyperparameters, evaluation set-
ting, and evaluation metrics. In Sec. 5, we fine-tune a new
Qwen2-VL-7B model using the ToolVQA dataset and com-
pare its performance with that of the recent MM-Traj [7]
model. In Sec. 6, we provide the detailed prompts used in
our pipeline. In Sec. 7, we provide some demonstrations
of our real-world examples used to prompt ToolEngine, and
some examples of ToolVQA’s test set.

1. Toolset
Tab. 1 shows the details of our toolset. We adopt an open-
sourced library AgentLego [10] to build our toolset and
adopt Lagent [18] framework to let LFM-based tool agents
interact with the tools.

Although our toolset is not very large, these tools are
all selected to address LFM’s shortcomings in certain as-
pects, such as external knowledge acquisition, text recogni-
tion, image generation, etc. Unlike previous works [13, 14]
that set up a tool for each sub-task, our tools have diverse
capabilities and strong generalization. For example, Google
Search can search for external knowledge such as news, his-
torical events, data, public information, academic papers,
etc. As we have discussed in Sec.1 of the main paper, bind-
ing single-function tools to specific types of problems will
turn the tool usage task into a query pattern recognition task,
which does not allow LFMs to gain an intrinsic understand-
ing of the tool affordance and functionality. In contrast,
Our highly generalized tools contain countless possible ar-
gument combinations. Using them well requires a compre-
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hensive understanding of the tools, scenarios, and queries,
which is more similar to human tool use.

In order to ensure that the controller can see the image
during the whole process of asking questions, we need to
send the image to each conversation of the controller. How-
ever, this requires a high cost. To improve efficiency, we
change it to fix the first tool to ImageCaption/OCR when
asking questions, so that the controller can understand the
overall information of the image in the first step. At the
same time, this can also provide the necessary basic infor-
mation for LFMs when answering queries. The ablation
experiment in Sec.4.3 of the main paper shows that Caption
is important for the fine-tuned model to answer queries.

2. Algorithm

Algorithm 1 Select Top-k Examples by LCS

1: function LCS(A, B)
2: for i from 1 to |A| do
3: for j from 1 to |B| do
4: if A[i− 1] == B[j − 1] then
5: dp[i][j] = dp[i− 1][j − 1] + 1
6: else
7: dp[i][j] = max(dp[i− 1][j], dp[i][j −

1])
8: end if
9: end for

10: end for
11: return dp[|A|][|B|]
12: end function
13:
14: Initialize an empty list LCS values
15: Initialize a 2D array dp of size (|A| + 1) × (|B| + 1)

with all values 0
16: for each Pej in Pe do
17: Calculate LCS length = LCS(Pi, Pej)
18: Append (Pej ,LCS length) to LCS values
19: end for
20: return Ret = Top-k(LCS values)
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Tool Name Description Model Input Output

ImageCaption Describe an image ChatGPT-4o-latest image text

OCR Recognize the text in image PaddleOCR [6] image text

ObjectDetection Detect an object in image MM-Grounding-DINO [21] image, object bbox

Calculator Calculate a math expression Python.math expression number

TextToImage Generate an image based on text Stable-Diffusion-v1.5 [15] text image

RegionDescription Describe attribute for a region ChatGPT-4o-latest image, bbox, attribute text

Plot Plot a diagram Python.matplotlib [9] python code image

ItemCount Count the number of an object ChatGPT-4o-latest image, object number

GoogleSearch Search external knowledge Google Serper API query text

DrawBox Draw a box on image Python.pillow image, bbox image

Table 1. Details of our toolset.

Algorithm 1 shows the pseudocode for our LCS-based ex-
ample matching algorithm introduced in Sec.3.2 of the main
paper. The LCS algorithm is a classic method for measur-
ing the similarity between two ordered lists. Unlike sim-
ilarity calculation modules trained using neural networks,
LCS offers a simple yet effective solution that ensures both
accuracy and efficiency. Moreover, LCS is well-suited for
handling longer trajectories in future application scenarios,
maintaining its robustness and precision even as complexity
increases.

3. User Study Details
We randomly select 10 real-world users from universities,
including both students and professors from different disci-
plines. The participants spanned five fields: Mathematics,
Computer Science, Economics, Chinese Language, and Art,
with two users from each discipline.

3.1. Toolset Selection
We invite users to document 15 common tool-use scenar-
ios they frequently encounter in their work, along with the
corresponding trajectories. We then merged functionally
similar tools and selected the 10 most frequently occurring
tools as our final toolset. The detailed frequency distribu-
tion is shown in Fig. 1. Subsequently, human experts dis-
cussed and consolidated similar scenarios and trajectories.
Through this process, we refined the initial 150 scenarios
into a final set of 34 representative examples. These ex-
amples cover all 10 tools and most reasonable tool combi-
nations, with only some differences in the number of tool
usages (e.g., counting the number of different objects, it-
erative searching for external knowledge) that need to be
compensated by our LCS-based example matching algo-
rithm. These queries go through multiple rounds of iteration

and expert discussion, aiming to meet the following require-
ments: (1) trajectories are necessary to answer queries; (2)
understanding image is necessary to answer queries; (3) all
queries cover the vast majority of reasonable trajectories;
and (4) queries are helpful to real human life.

Figure 1. Real-world users tool frequency.

3.2. Evaluation Metrics
For each dataset, we randomly sampled 100 samples and in-
vite users to annotate them. To calculate the metrics of Acc.,
Corr., and Nec.. on our dataset, we ask users to individu-
ally review each image-question-answer pair along with its
corresponding trajectory. For deterministic-answer metrics
(Acc., Nec..), we design a binary (Yes/No) selection. For
degree-based metrics (Corr.), we use a 1-10 scoring scale
to capture nuanced differences. To calculate the Reasoning



Complexity (R.C.), we ask users to write a tree-of-thought
(ToT) [20] to solve the query for each sample. Then we
calculate the mean depth of the samples’ ToTs.

4. Experiment Details
4.1. Training
We use XTuner [5] as our training framework. We finetune
LLaVA-7B using LoRA [8] algorithm, with batch size =
2, learning rate = 2e − 4 on 4xGTX3090 GPUs for 4000
epochs.

4.2. Evaluation
We use OpenCompass [4] as our evaluation framework. On
our ToolVQA test set, we follow all the metrics used in
GTA [19] that are mentioned in Sec.4.1 of the main paper.
When comparing the output with the ground truth, we fol-
low GTA to divide the ground truth into a whitelist and a
blacklist for matching. Fig. 3 demonstrates some examples
of our test set. The whitelist and blacklist are manually la-
beled and can generally accept most of the correct answers.
We only evaluate 1622 samples with text answers under
end-to-end mode due to the lack of generation metrics. We
evaluate all 2550 samples under step-by-step mode.

On the various out-of-distribution (OOD) benchmarks
(TextVQA [16], TallyQA [1], InfoSeek [3] and GTA [19]),
we use their own evaluation metrics. Since the time required
for tool-use VQA is significantly longer than that of tradi-
tional VQA (the former is about 4-6 times that of the latter,
limited by the running speed of the tool itself), we follow
previous works [2, 17] to randomly sample 1,000 examples
from their test set for testing to ensure fairness and accuracy
as much as possible. In addition, we notice that LLaVA [11]
provide additional OCR tokens in each image to help VLM
answer when testing TextVQA, and we believe that this can-
not accurately evaluate VLM’s text recognition ability, so
we follow previous work [12] and remove these OCR to-
kens in the evaluation, which made our test results signifi-
cantly lower than the results in [11].

5. Fine-tuning Other LFMs
To comprehensively evaluate the data quality of ToolVQA,
we compare it with the recent work MM-Traj [7], which
is also a fine-tuning dataset designed for LFM-based
tool agents but does not incorporate ToolEngine’s multi-
step reasoning optimizations (DFS + Example matching).
To make a fair comparison with MM-Traj, we fine-tune
Qwen2-VL-7B on ToolVQA and conduct evaluations on
GTA [19].

5.1. Training Setting
We use swift [22] as our training framework. We
finetune Qwen2-VL-7B using LoRA [8] algorithm, with

batch size = 4, learning rate = 1e − 4 on 4xA100 GPUs
for 1000 epochs.

5.2. Main Results
The main results are presented in Tab. 2. It shows that
models fine-tuned on ToolVQA significantly outperform
those fine-tuned on MM-Traj when evaluated on a pub-
lic third-party test set. This highlights the higher quality
of ToolVQA compared to MM-Traj and demonstrates the
clear impact of ToolEngine in enhancing data quality. It is
worth noticing that GTA includes unseen tools (MathOCR,
Solver, ImageStylization, AddText) that are not
present in our training toolset. Despite this, our fine-tuned
model demonstrates strong generalization on unseen tools.
Specifically, it can correctly execute these unseen tools
(high Inst..), but select them less (lower Tool.), instead at-
tempting to solve problems using seen tools as substitutes.

Model Acc. Inst. Tool. UnsI. UnsT.

Qwen2-VL-7B 42.3 65.2 44.9 64.8 42.2
MM-Traj 53.9 84.3 64.6 80.6∗ 61.4∗
Tuned Qwen2 66.5 90.7 72.1 83.2 60.5

Table 2. Results on GTA. Inst.: tool success rate; Tool.: tool
selection accuracy; UnsI./UnsT.: metrics on unseen tools. ∗MM-
Traj has seen all the tools during training, while our model has not.

5.3. Ablation Study
To further analyze the factors affecting tool generalization,
we conduct two ablations (Tab. 3) by varying reasoning
steps and toolset size. Results show that reducing reasoning
steps and shrinking the toolset both impair generalization.

Ablation Setting Acc. UnsI. UnsT.

Reasoning
Steps

≤ 2 57.5 68.1 45.3
≤ 4 64.2 78.4 55.0

Unlimited 66.5 83.2 60.5

Toolset
Size

Small (4) 58.7 76.4 52.5
Medium (7) 62.0 79.5 55.8
Large (10) 66.5 83.2 60.5

Table 3. Ablation results on GTA. We keep the same number of
training samples across all settings, and train with equal FLOPs.

6. Prompts
We provide the exact prompts that we used in our pipeline.

6.1. ToolEngine
In the ToolEngine, we use the LFM-based controller (in the
main paper Fig.3) to construct the multi-step tool-use VQA



samples. The controller has three main purposes: (1) select
which tool to use in the next step; (2) explain why we select
that tool (to obtain the chain-of-thought of the sample); (3)
come up with the final question and answer of the sample.
We list the prompt examples of each part below:

(1) Select the next tool:

You are a smart tool selector. I will
provide you with some information
extracted from an image, along with
a list of available tool options for
the next steps. Please choose the

most suitable tool to obtain more
information or generate a new image.

The tool options are as follows:
{options}

Your response should consist of two
parts:

1. **Thought:** Explain your reasoning
behind how you decide to choose the
next tool.

2. **Choice:** Provide the specific
tool you have selected.

Here are some examples to help you
understand the task.

{examples}

Now that you understand the approach
and format for selecting tools, I
will provide you with the necessary
information. Please choose the next
tool using the same format.

Information:
{context}

(2) Explain the reason:

You are a smart information processor.
I will provide you with a problem,
an answer, and a process for solving
the problem using different tools.

Your task is to describe the
thinking behind solving the problem,
specifically explaining the purpose
of using each tool.

Your response should include several
lines, one for each tool, and each
line should contain two parts:

1. **Tool Name:** The name of the tool
used.

2. **Thought:** Explain the purpose of
using the tool, including the
information you expect to get from
it to solve the problem.

Here are some examples to guide you:

Example 1:
‘‘‘
{example1}
‘‘‘

Example 2:
‘‘‘
{example2}
‘‘‘

Now that you understand the format, I
will provide you with the
information. Please generate your
response accordingly.

Question: {question}

Solving Process:
{context}

Answer: {answer}

(3) Come up with the final question and answer:

You are a question generator that
creates valuable queries based on
extracted information from a tool
process. The task is to formulate
questions about the image data that
meet the following conditions:

1. The answer must be the result
returned by the LAST tool call. If
the answer is a long sentence, you
need to summarize it into a single
word or phrase.

2. The question should address a
scenario that can occur in real-life
situations and meet practical needs

.

3. It must be solvable through the tool
call, avoiding trivial or overly



complex inquiries unrelated to the
data.

4. The answer requires analyzing the
image or information extracted from
the image. The direct content of the
image must not appear in the

question. Instead, refer to the
image as "this," "image," or "
picture."

Your response should consist of three
parts:

1. **Thought:** Your reasoning for
generating the question.

2. **Question:** The question you asked
.

3. **Answer:** The answer to the
question, either text or a picture
generated by the last tool.

Here are some examples to help clarify:

{examples}

Now, I will provide you with the
process information. Please create
your answer accordingly.

Process:
{context}

6.2. Fine-tuning
An example of the fine-tuning prompts is shown below:
(The question of this example is “In the image, Where can
someone buy the soda shown in this image?”)

[system] You are an assistant who can
utilize external tools.

[
{

"name": "ImageDescription",
"description": "A useful tool

that returns a brief
description of the input image
.",

"inputs":
[{

"type": "image",
"name": "image",
"description": null,
"optional": false,

"default": null, "filetype":
null

}],
"outputs":
[{

"type": "text",
"name": null,
"description": null,
"optional": false,
"default": null, "filetype":

null
}]

},
{

... (other tools)
},
...

]
To use a tool, please use the following

format:
‘‘‘
Thought:Think what you need to solve,

do you need to use tools?
Action:the tool name, should be one of

[["ImageDescription", ... (other
tool names)]]

Action Input:the input to the action
‘‘‘
The response after utilizing tools

should using the following format:
‘‘‘
Tool Response:the results after call

the tool.
‘‘‘
If you already know the answer, or you

do not need to use tools,please
using the following format to reply:

‘‘‘
Thought:the thought process to get the

final answer
Final Answer:final answer
‘‘‘
Begin!
<image>

[user] Where can someone buy the soda
shown in this image?

[assistant] Thought:To answer the
question, we first need to use the
ImageDescription tool to identify
the soda brand and flavor in the
image, which is important for



searching its availability.
Action:ImageDescription
Action Input:
‘‘‘
{"image": <image>}
‘‘‘

[user] Tool Response:The image shows a
can of Postobon apple-flavored soda
("Manzana/Postobon") placed on a
light blue surface, possibly a metal
table. In the background, there is

a colorful tiled mural featuring
vibrant, geometric floral designs
and fruits. The can is pink and red
with the brand name prominently
displayed in the center. The mural
adds a lively and artistic vibe to
the setting.

[assistant] Thought:...

[user] Tool Response:...

... (action-observation loops)

7. Demostrations
Fig. 2 shows some of the real-world examples we used in
the ToolEngine pipeline. Fig. 3 demonstrates the data qual-
ity of the ToolVQA’s test set. These data satisfy our defini-
tion of real scenarios and queries, and each sample requires
more than one step of reasoning to solve.
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The image includes a 
wine, some grapes and 
cheese.

Q: If the price of cheese is $5, 
the price of grapes is $3, and 
the price of wine is $10, what 
is the total cost of the meal?
A: 26

1*10+2*3+2*5=26

Multiple Object

bottles of wine: 1

bunches of grapes: 2

pieces of cheese: 2

This image contains a 
basket of fruit.

Top one apple producing 
areas in the United States 
2021: Washington

fruit: apple

fruit:

Q: What are the top one 
producing areas of the fruit on 
the top-left in the United States 
in 2021?
A: 26

This image describes 
cows lying on grass.

Average milk 
production per cow 
per day Midwest Dairy: 
6-8 gallons per day

cow: 2

2*8*10=160

Q: How many gallons of 
milk can these animal 
produce at most in 10 days 
according to Midwest Dairy?
A: 160

The image depicts a marine food web, 
includes …… and primary consumers 
like zooplankton and ……

zooplankton: 

Q: Circle the primary consumers in the image. 
A: 

Single Object

The image includes a panda.

Panda's daily food intake in kilograms: 12-38kg 

12*7=84

Q: How many kilograms of food should be prepared 
for this adult animal at least per week?
A: 84

This image features two 
cartoon characters …

Main characters in 
'Winnie-the-Pooh’: 
Winnie, Tiger, Piglet

Winnie, Tigger, Piglet, 
enjoy meal

Q: Generate an image of all 
the main characters from this 
cartoon enjoying a meal 
together.
A:

The image shows a small bird, likely a Eurasian 
tree sparrow.

Who first discovered Eurasian tree sparrow: 
Carl Linnaeus 

Q: Who first discovered the bird in the picture?
A: Carl Linnaeus 

Object + Text

Q: Where was this photo 
taken? Just tell me the city.
A: London

The image depicts the 
exterior of a café.

Text: Regency Cafe

Regency Café location: 
London

The image depicts a 
golden ring.

Text: 
Outer Diameter=7.28in
Inner Diameter=6.69in

7.28-6.69=0.59

Q: How thick is the ring?
A: 0.59in

Table
Q: How much more are the 
cumulative incidents with 
government care than the 
cumulative incidents with non-
government care?
A: 22

Text: Government: …….
Home: …….
Non-government: …….

5+92+104+67-77-39-30-
73-27=22

Text:  Burden of Oral Disease Study: …… Private General 
Practice: ……. Australian Population: …….

Australian Population: [50.4, 76.4, 34.8, 45.1, None, None, 61.3]

Q: Plot the data in the 'Australian 
Population' column on a line graph.

A:

 

Figure 2. Demonstrations of real-world examples.



Multiple Object

This image contains a 
fried item, vegetables 
and a juice.

Origin and traditional 
preparation of beignets: 
Louisiana 

fried item:

specific name: 
beignets

Q: Where does the fried item 
in this picture originate from?
A: 
Whitelist: [‘Louisiana’]
Blacklist: None

Single Object

This image contains a 
flip phone.

First commercially 
successful flip phone: 
StarTAC

Q: What was the first commercially successful model of this 
device?
A: 
Whitelist: [‘StarTAC’, ‘StarMOTO’]
Blacklist: None

This image contains a blue 
book.

‘Max Smart and The Ghastly 
Ghost Affair’

Q: "Does this book appear after 
1968 in the *Get Smart* series?“
A: 
Whitelist: [‘Yes’]
Blacklist: [‘No’]

Object + Text

Released Time of ‘Max Smart 
and The Ghastly Ghost Affair’: 
Sept, 1969

Table

Q: How many FGDs were 
conducted in total across males, 
nurses and matrons in the 
image?
A: 
Whitelist: [‘20’, ‘twenty’]
Blacklist: [‘200’]

‘FGD target group: 
Women of reproductive 

age: 6, 35
Mothers and mothers-

in-law:7, 51
……’  

‘8+7+5=20’

Figure 3. Demostrations of ToolVQA test set.
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