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A. Benchmark: OmniAVS
A.1. Category Distribution
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Figure I. Category distribution of OmniAVS.

As shown in Figure I, with the person category accounting for 48.7% of all instances. The person category can be
further broken down into adult males, adult females, boys, girls, children, elderly men, elderly women, and infants. The
remaining categories include various musical instruments (guitar, piano, drums, etc.), electronic devices (phones, speakers),
and other common objects (cars, animals). This diverse category distribution enables comprehensive evaluation of audio-
visual segmentation capabilities across a wide range of real-world scenarios. The dataset captures rich interactions between
objects and their corresponding audio signals, making it particularly suitable for audio-visual segmentation tasks.

A.2. Data Source
The videos in OmniAVS come from three main sources: 1) 1,657 web videos collected from various online platforms, which
cover diverse real-world scenes including concerts, sports events, street views, and nature scenes, as shown in Figure 1. 2)
397 videos from TVQA dataset [15], which contain rich dialogues and human interactions in TV shows and movies, as
demonstrated in Figure 6(a). 3) 50 self-recorded videos capturing daily life scenarios such as cooking, playing instruments,
and casual conversations. This diverse collection of video sources ensures our dataset covers a wide range of audio-visual
scenarios, from professionally produced content to natural daily interactions, making it comprehensive for evaluating audio-
visual segmentation models.

� Henghui Ding (henghui.ding@gmail.com) is the corresponding author with the Institute of Big Data, College of Computer Science and Artificial
Intelligence, Fudan University, Shanghai, China.



A.3. Word Analysis

Figure II. Word cloud of the top 100 words in the OmniAVS.
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Figure III. Word frequency of the top 75 words in the OmniAVS.

We analyze the word distribution in our dataset through word cloud (Figure II) and word frequency statistics (Figure III).
The most common words in the dataset are “sound”, “source”, “playing”, “performing”, etc., indicating that sound is a key
focus of the dataset. Additionally, words describing audio such as “noise”, “English”, “Chinese” demonstrate the dataset’s
attention to audio content. This word distribution analysis demonstrates that our dataset contains rich and diverse referring
expressions that leverage multiple types of audiovisual attributes and relationships for object description and reference.



A.4. Annotation GUI

Figure IV. Screenshot of our expression annotation interface.

Figure V. Screenshot of our mask annotation interface.

In this appendix, we introduce the annotation platform used during dataset labeling. We use the interface shown in
Figure IV to annotate expressions and the interface in Figure V to annotate corresponding masks. The mask annotation
platform is inspired by [18].



A.5. Compare with More Datasets

Table I. Statistical comparison between the newly proposed OmniAVS and other datasets of related tasks. Avail., Expl., and Expr. are
abbreviations for Availability of reasoning, Explanations, and Expressions, respectively.

Content Referring Reasoning Statistics
Dataset Venue

Video Audio Text Audio Image Avail. Expl. Video Frame Object Mask Expr. Expl.

J-HMDB Sentences [10] [CVPR’18] ✓ ✗ ✓ ✗ ✗ ✗ ✗ 928 928 928 - 928 ✗

A2D Sentences [10] [CVPR’18] ✓ ✗ ✓ ✗ ✗ ✗ ✗ 3,782 11,936 4,825 - 6,656 ✗

Refer-DAVIS-2016 [12] [ACCV’18] ✓ ✗ ✓ ✗ ✗ ✗ ✗ 50 3,455 50 - 100 ✗

Refer-DAVIS-2017 [12] [ACCV’18] ✓ ✗ ✓ ✗ ✗ ✗ ✗ 90 13,543 205 - 1,544 ✗

Refer-YouTube-VOS [16] [ECCV’20] ✓ ✗ ✓ ✗ ✗ ✗ ✗ 3,975 116,523 7,451 131k 15,009 ✗

MeViS [6] [ICCV’23] ✓ ✗ ✓ ✗ ✗ ✗ ✗ 2,006 44,300 8,175 443k 28,570 ✗

ReVOS [20] [ECCV’24] ✓ ✗ ✓ ✗ ✗ ✓ ✗ 1,042 116,321 5,535 469k 35,074 ✗

ReasonSeg [14] [CVPR’24] ✓ ✗ ✓ ✗ ✗ ✓ ✗ 1,218 1,218 1,218 - 7,308 239

Flickr-SoundNet [2] [CVPR’18] ✓ ✓ ✗ ✗ ✗ ✗ ✗ 5,000 5,000 - - - ✗

VGG-SS [5] [CVPR’21] ✓ ✓ ✗ ✗ ✗ ✗ ✗ 5,158 5,158 - - - ✗

AVSBench [22] [ECCV’22] ✓ ✓ ✗ ✗ ✗ ✗ ✗ 12,356 82,972 13,500 - - ✗

Ref-AVS [19] [ECCV’24] ✓ ✓ ✓ ✗ ✗ ✗ ✗ 4,002 40,020 6,888 78k 20,261 ✗

OmniAVS (ours) [ICCV’25] ✓ ✓ ✓ ✓ ✓ ✓ ✓ 2,104 103,087 4,277 206k 61,095 34,841

As shown in Table I, we provide a comprehensive comparison with more datasets [2, 5, 6, 10, 12, 14, 16, 19–22]
from related tasks. Early datasets like J-HMDB Sentences [10] and A2D Sentences [10] only provide text expressions
for a small number of videos without mask annotations. Refer-DAVIS [12] series provide high-quality mask annotations
but are limited in scale. Recent referring video segmentation datasets like Refer-YouTube-VOS [16], MeViS [6], and
ReVOS [20] significantly expand the scale but still focus on silent videos with only text expressions [8]. ReasonSeg [14]
introduces reasoning capability and explanations but lack of multimodal expressions. While many RVOS datasets inherit
mask annotations from existing video object segmentation datasets [7, 9], we provide newly annotated masks. Audio-visual
datasets like Flickr-SoundNet [2] and VGG-SS [5] only provide bounding box annotations on a small number of frames.
AVSBench [22] expands the scale but focuses on sound-emitting objects without referring expressions. Ref-AVS [19]
introduces text expressions to audio-visual segmentation but lacks reasoning capability and explanations. In contrast, our
OmniAVS dataset uniquely combines multimodal content (audio-visual videos), diverse expression modalities (text, speech,
sound, image), reasoning capability with explanations, and comprehensive mask annotations, making it a more complete
benchmark for multimodal video understanding and segmentation.



A.6. More Examples in OmniAVS

We provide more examples from our dataset in Figures VI to VIII. For more details, please refer to visualizations.mp4
in the supplementary materials.

Who makes the bird sounds? Output: It is [SEG]. The man is imitating bird calls.or

Who said “everyone screws up”? Output: It is [SEG]. The black man said “everyone screws up”.or

Everyone screws up

The one who speaks is like a human. Output: It is [SEG]. The parrot is very intelligent and can mimic human speech.or

Who is being cared for? Output: It is [SEG]. The man is cared for by the woman.or

Just make sure you're okay! I’m fine!

Figure VI. More examples from our OmniAVS dataset: text or speech instructions.



The one makes a sound like <sound: guitar>. Output: It is [SEG]. The guitar on the right.or

The sound of guitar and pipa.

The mirror of the object that makes a sound like <sound: dog barking>. Output: It is [SEG]. The dog in the mirror.or

Dog barking

Figure VII. More examples from our OmniAVS dataset: text or speech instructions with sound .

The thing that made a sound fitting the vibe of the <image: >. Output: It is [SEG]. The pipa match this vibe.  or

The sound of cello and pipa.

The one makes a sound heralding the phenomenon in the <image: >. Output: It is [SEG]. Rooster crows signal sunrise.or

Rooster crows.

Figure VIII. More examples from our OmniAVS dataset: text or speech instructions with image .



B. Model: OISA
B.1. Learning Objectives
We employ multiple loss functions to train our model. The total loss L consists of three components:

L = λ1Ltext
CE + λ2Lmask

DICE + λ3Lmask
BCE + λ4Llabel

BCE, (i)

where Ltext
CE is the cross entropy loss for text generation, Lmask

DICE is the DICE loss and Lmask
BCE is the binary cross entropy loss

for mask prediction, and Llabel
BCE is the binary cross entropy loss for mask existence classification. We set λ1 = 1, λ2 = 0.5,

λ3 = 2, and λ4 = 1 as the corresponding loss weights.

B.2. Training Data

Table II. Training data statistics for audio-text alignment.

Task Dataset Samples

Automatic Speech Recognition GigaSpeech [4] 301,723
CommonVoice [3] 4,063

Automatic Audio Caption
Auto-ACD [17] 1,855,829
AudioCaps [13] 38,889
MusicCaps [1, 11] 4,753

As shown in Table II, we use two types of datasets for audio-text alignment training:
1. Automatic Speech Recognition (ASR) datasets: We use GigaSpeech [4] and CommonVoice [3], which contain speech-

to-text pairs. For ASR training, we use different prompts, such as (1) “Please convert this speech into text.”, (2) “What is
said in this speech clip?”, (3) “Please convert this speech into text.”, and (4) “What is the textual representation of this
speech?”. GigaSpeech provides 301,723 samples while CommonVoice contributes 4,063 samples.

2. Automatic Audio Caption (AAC) datasets: We leverage Auto-ACD [17], AudioCaps [13], and MusicCaps [1] built upon
AudioSet [11]. Auto-ACD is the largest with 1.86M samples, followed by AudioCaps with 39K samples and MusicCaps
with 4.8K samples. For AAC training, we use different prompts, such as (1) “Please describe what you hear in this
audio.”, (2) “What is happening in this audio clip?”, (3) “Describe the audio.”, and (4) “What can you tell me about this
audio?”. These datasets contain audio clips paired with descriptive captions.
In total, we use around 2.2M audio-text pairs for training the audio-text alignment module.
We introduced the dataset for the omnimodal instructed segmentation tuning phase in Section 5.1, where we use a unified

prompt template “Please segment the object this sentence describes: expression”. If there is a target object exists, the answer
is “Sure, it is [SEG].”, and if there is no target, the response is “No target matches this expression.”
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