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1. Prompt Template
As illustrated in Tab. 1, the prompt template is designed to
instruct the MLLM to produce structured output o, which
includes both a reasoning trace and a final output encoded
in designated XML-like tags (<think>...</think>and <an-
swer>...</answer>).

2. Rewiew of GRPO
The Group Relative Policy Optimization (GRPO) algorithm,
first introduced in DeepSeekMath [17], is a reinforcement
learning framework designed to improve reasoning with-
out the need for a separate critic model, a key limitation
of existing methods such as Proximal Policy Optimization
(PPO)[15]. Traditional RL approaches like PPO rely on a
value network to estimate the quality of model predictions,
which can introduce instability and additional computational
costs. In contrast, GRPO directly compares a group of gen-
erated responses, making it a more efficient alternative for
large-scale language model training.

In GRPO, given a question q, the old policy model πθold

first generates a group of different candidate response outputs
{o1, o2, ..., oG} with size of G. These response outputs are
then evaluated through a rule-based reward function R(q, o)
to obtain G rewards denoted as {r1, r2, ..., rG} correspond-
ingly, which is defined as follows:

ri = R(q, oi) =

{
1, if oi = ground truth,
0, otherwise.

(1)

where R(·, ·) is the rule-based verifiable reward function.
R takes the question and output pair (q, oi) as inputs, and
checks whether the prediction oi is correct compared to
ground truth under predefined rules. In our works, we pro-
posed multi-objective reward functions tailored for docu-
ment understanding, to incentivize the model to generate
human-understandable reasoning steps, while ensuring ro-
bust generalization across diverse document types and tasks.

Instead of computing absolute values for each response,
GRPO normalizes the rewards within the group, ensuring
that the model learns from relative advantages. Specifically,
the advantage is computed by taking the difference between
each reward and the mean of the group, normalized by the
standard deviation std, formulated as follows:

Ai =
ri − mean({r1, . . . , rG})

std({r1, . . . , rG})
, (2)

where Ai represents the advantage of i-th output oi, meaning
the relative quality of the i-th responses. The advantage Ai

is sequence-level normalized reward, and we set the advan-
tage Ai,t of t-th auto-regressive decoding time step token in
the output oi as the sequence-level advantage Ai. This pro-
cess eliminates the need for a critic network, making policy
updates computationally efficient and stable. The intuition
behind GRPO objective is to maximize the advantage of the
generated responses, while ensuring that the model remains
close to the reference policy model πref . Consequently, the
GRPO loss LGRPO is defined as follows:

LGRPO(θ) = − 1

G

G∑
i=1

1

|oi|

|oi|∑
t=1

[
πθ(oi,t | q, oi,<t)

φ
[
πθ(oi,t | q, oi,<t)

]Ai,t

− βDKL(πθ ∥ πref)

]
, (3)

where the first term represents the scaled advantage and the
second term is regularization to penalize deviations from
the reference policy πref through Kullback–Leibler (KL)
divergence DKL(πθ ∥ πref), helping prevent catastrophic for-
getting. φ[·] represents stop gradient operation. θ is the train-
able parameter of the current policy model πθ. β ∈ R ≥ 0 is
a hyper-parameter and controls the regularization strengths.
GRPO encourages the model to favor better answers with a
high reward value within the group.

In the original DeepSeekMath [17] paper, the objective
LGRPO formulation in Eq. (3) is generalized to account for
multiple updates after each group response generation by
leveraging the clipped surrogate objective to ensure that
updates do not deviate excessively from the reference policy
by bounding the policy ratio between 1 − ϵ and 1 + ϵ via
clip(·, 1− ϵ, 1 + ϵ) function, formulated as follows:

LGRPO(θ) = − 1

G

G∑
i=1

1

|oi|

|oi|∑
t=1

[
min

(
πθ(oi,t | q, oi,<t)

πθold(oi,t | q, oi,<t)
Ai,t,

clip
(

πθ(oi,t | q, oi,<t)

πθold(oi,t | q, oi,<t)
, 1− ϵ, 1 + ϵ

)
Ai,t

)
− βDKL(πθ ∥ πref)

]
, (4)

where ϵ ∈ R ≥ 0 is a clipping-related hyper-parameter
introduced in PPO [15] for stabilizing training by preventing
drastic changes in policy updates. In practice, as in the
original paper, we only do one update per generation. In this
condition, πθ is equal to πθodd , so we can simplify the loss
to the first form defined in Eq. (3).



The prompt template
You are given an original question. Your task is to provide an accurate answer to the question and determine the
bounding box coordinates of the region that best supports your answer.

To enhance clarity and interpretability, you should:
- Understand the intent behind the original question.
- Modify the original question by adding relevant descriptive phrases and details based on the provided image.
- Ensure that the modified question remains semantically similar to the original.

Your response has two parts:
1. **Thinking Process:** Before outputting the answer, describe your reasoning process within <think></think>tags.
2. **Final Output:** Provide the answer in JSON format within <answer></answer>tags. The JSON should contain
the following keys:

- **rephrase question**: The improved and more descriptive version of the original question.
- **bbox 2d**: The bounding box coordinates [x min, y min, x max, y max] of the region that supports the

answer.
- **final answer**: The actual answer to the question.

### **Example Output Format:**
### Original question: “What is the man doing?”
<think>
reasoning process here
</think>
<answer>
{

“rephrase question”: “What is the man wearing while preparing to shoot the basketball near the hoop?”,
“bbox 2d”: [150, 300, 400, 600],
“final answer”: “answer here.”

}
</answer>

### Original question: “{Question}”

Table 1. The template of our employed prompt for DocThinker. Question will be replaced with the specific question during training and
inference.

In practice, KL divergence is estimated using the unbiased
estimator introduced by [14]. The approximator is defined
as follows:

DKL [πθ∥πref ] =
πref (oi,t | q, oi,<t)

πθ (oi,t | q, oi,<t)

− log
πref (oi,t | q, oi,<t)

πθ (oi,t | q, oi,<t)
− 1, (5)

where this approximation ensures that KL estimates remain
positive and computationally stable throughout training.

3. More Results and Analysis

RoI Detection Results. Tab. 2 presents the RoI detection
performance, measured by Top-1 Accuracy@0.5, across
multiple document understanding and general reasoning
tasks. A higher score indicates better alignment between
the model’s predicted bounding boxes and the ground truth
key regions annotated in the Visual CoT benchmark [16].
Compared to VisCoT-7B, our model DocThinker-7B (336²)
achieves substantial improvements across all tasks, partic-
ularly in document-oriented datasets. It outperforms the
strongest baseline by a large margin on DocVQA (38.3
vs. 20.4), TextCaps (58.6 vs. 46.3), and TextVQA (59.2
vs. 57.6). More challenging datasets, such as DUDE and



Document-oriented Understanding

Doc/Text Chart

MLLM Res. Strategy DocVQA TextCaps TextVQA DUDE SROIE InfoVQA

VisCoT-7B [16] 2242 SFT 13.6 41.3 46.8 5.0 15.7 7.2
VisCoT-7B [16] 3362 SFT 20.4 46.3 57.6 9.6 18.5 10.0

DocThinker-7B 3362 RL 38.3 58.6 59.2 27.5 32.1 23.6
General Multimodal Understanding

General VQA Relation Reasoning Average
MLLM Res. Strategy Flickr30k Visual7W GQA Open Images VSR

VisCoT-7B [16] 2242 SFT 49.6 31.1 42.0 57.6 69.6 37.2
VisCoT-7B [16] 3362 SFT 51.3 29.4 49.5 59.3 54.0 37.6

DocThinker-7B 3362 RL 55.7 36.3 53.6 67.1 59.8 46.5

Table 2. Detection performance (Top-1 Accuracy@0.5) on the Visual CoT benchmark [16]. Grey results indicate zero-shot performance.
Res. shorts for image resolution. Average refers to the average accuracy across eleven datasets. The ground truth bounding boxes used for
computing the metric are the intermediate CoT bounding boxes annotated in the Visual CoT benchmark.

Method Scene Text-Centric VQA Document-oriented VQA KIE

STVQA TextVQA DocVQA InfoVQA ChartQA FUNSD SROIE POIE

BLIP2-OPT-6.7B [8] 20.9 23.5 3.2 11.3 3.4 0.2 0.1 0.3
mPLUG-Owl [20] 30.5 34.0 7.4 20.0 7.9 0.5 1.7 2.5
InstructBLIP [3] 27.4 29.1 4.5 16.4 5.3 0.2 0.6 1.0

LLaVAR [22] 39.2 41.8 12.3 16.5 12.2 0.5 5.2 5.9
BLIVA [6] 32.1 33.3 5.8 23.6 8.7 0.2 0.7 2.1

mPLUG-Owl2-8 [21] 49.8 53.9 17.9 18.9 19.4 1.4 3.2 9.9
LLaVA1.5-7B [11] 38.1 38.7 8.5 14.7 9.3 0.2 1.7 2.5

TGDoc [18] 36.3 46.2 9.0 12.8 12.7 1.4 3.0 22.2
UniDoc [4] 35.2 46.2 7.7 14.7 10.9 1.0 2.9 5.1

DocPedia [5] 45.5 60.2 47.1 15.2 46.9 29.9 21.4 39.9
Monkey-8B [9] 54.7 64.3 50.1 25.8 54.0 24.1 41.9 19.9
InternVL-8B [2] 62.2 59.8 28.7 23.6 45.6 6.5 26.4 25.9

InternLM-XComposer2-7B [19] 59.6 62.2 39.7 28.6 51.6 15.3 34.2 49.3
TextMonkey-9B [13] 61.8 65.9 64.3 28.2 58.2 32.3 47.0 27.9

InternVL2-2B [1] 65.6 66.2 76.7 46.8 67.6 42.0 68.0 66.8
Mini-Monkey-2B [7] 67.2 68.8 78.4 50.0 67.3 43.2 70.5 71.2

DocThinker-7B 68.4 69.7 78.8 52.3 67.8 47.2 73.1 72.8

Table 3. Quantitative accuracy (%) comparison of DocThinker with existing multimodal large language models (MLLMs) on widely used
benchmark. Following TextMonkey [13], we use the accuracy metrics to evaluate our method.

SROIE, which require precise text-region localization, also
see significant gains, with our model scoring 27.5 and 32.1,
compared to 9.6 and 18.5, respectively. Beyond document
tasks, DocThinker demonstrates stronger generalization in
VQA and relational reasoning benchmarks, outperforming
VisCoT-7B in Flickr30k (55.7 vs. 51.3), GQA (53.6 vs.
49.5), and Open Images (67.1 vs. 59.3). The model also
improves Visual7W and VSR performance, achieving 36.3
and 59.8, respectively. These results confirm that reinforce-
ment learning with RoI-based rewards enhances the model’s
ability to precisely localize key regions, leading to better mul-
timodal alignment and more reliable reasoning outputs. The

superior results demonstrate DocThinker’s effectiveness in
both structured document reasoning and general multimodal
comprehension.

OCRBench Results. To further evaluate DocThinker be-
yond the Visual CoT Benchmark [16], we assess its perfor-
mance on OCRBench [12], a widely used benchmark for text-
centric multimodal understanding. Following the TextMon-
key [13] evaluation framework, we use accuracy metrics
(%) across scene text-based VQA, document-oriented VQA,
and key information extraction (KIE) tasks. As shown
in Tab. 3, DocThinker-7B achieves state-of-the-art perfor-
mance, surpassing previous MLLMs across all categories.



In scene text VQA, our model scores 68.4% on STVQA and
69.7% on TextVQA, outperforming Mini-Monkey-2B [7]
and InternVL2-2B [1]. In document-oriented VQA, Doc-
Thinker reaches 78.8% on DocVQA, 52.3% on InfoVQA,
and 67.8% on ChartQA, consistently leading across struc-
tured text understanding tasks. For key information extrac-
tion (KIE), which demands precise text localization and
recognition, DocThinker sets new benchmarks with 47.2%
on FUNSD, 73.1% on SROIE, and 72.8% on POIE, sur-
passing Mini-Monkey-2B and other strong baselines. These
results highlight the effectiveness of reinforcement learn-
ing with structured rewards in improving both text-centric
reasoning and document comprehension, demonstrating Doc-
Thinker’s ability to generalize across complex multimodal
text understanding tasks.

Accuracy of Rephrased Questions. We construct a new
training set using model generated rephrased questions and
fine-tuned on Qwen. As shown in Tab. 4, this model out-
performs one trained on original QA pairs (0.548 vs. 0.497
average score on Visual CoT), demonstrating that rephrased
questions preserve and even enhance task relevance.

Method Res. Data Avg.

Qwen2.5VL-7B 3362
Original QA 0.497
Rehprase QA 0.548

Table 4. Accuracy of rephrased questions.

Hallucination in Rephrased Questions. Following Hal-
lusionBench [10], we use GPT-4 to judge 200 randomly
sampled rephrased questions. As shown in Tab. 5, results
show 96% correctness, 0% inconsistency, and 4% unclear,
indicating that language hallucinations are rare. Besides, a
human evaluation confirms 99% correctness.

Semantic Consistency Human
CheckCorrect Inconsistent Unclear

Rephrase
question 96% 0% 4% 99%

Table 5. Hallucination in rephrased questions.

Hallucination of the Resulting Model. We evaluated hallu-
cination rate of the resulting model on HallusionBench [10].
As shown in Tab. 6, our model achieves 69.8%, outperform-
ing baseline Qwen2.5VL (69.4%).

Method HallusionBench

Qwen2.5VL-7B 69.4%
Ours 69.8%

Table 6. Hallucination of the resulting model.

Scaling Effects. We scale training data from 4k to 64k using
samples from Visual CoT. As shown in Fig. 1, the average
results of DocThinker-7B (3362) improve consistently with
more data, demonstrating a clear scaling effect.
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Figure 1. Scaling effects of DocThinker on document benchmarks.
Increasing training data from 4k to 64k consistently improves per-
formance, showing the scalability of GRPO.

Failure Case. As shown in Fig. 2, although the model
correctly locates the 2D bounding box of RoI and predicts
the final answer “In the Levant”, the rephrased question
incorrectly identifies the author as “Charles Dvdley Warner”
instead of the correct “Charles Dudley Warner”. This error
likely stems from visual confusion caused by the stylized
font on the book cover, where the letter “u” was misperceived
as “v”. While this hallucination does not affect the final
answer, it reveals a limitation in the model’s visual text
recognition. Future work may improve robustness against
such artistic distortions to reduce semantic hallucinations in
intermediate outputs.

Question:What is the title of the book shown in the image?  

Explainable Output:

<think>
The original question is about identifying the title of the 
book from the image provided. The image shows the 
cover of a book with the title “In the Levant” clearly 
visible in gold lettering on a dark green background. The 
book is authored by Charles Dvdley Warner. The question 
can be improved by providing more context, such as 
specifying the book cover and the author.
</think>
<answer>
{

“rephrase_question”: “What is the title of the book
shown on the cover of the image, which is 
authored by Charles Dvdley Warner?”,
“ bbox_2d”: [513, 340, 806, 468],
“final_answer”: “In the Levant”

}
</answer>

Figure 2. Failure case. Although the model correctly predicts the
final answer “In the Levant” and localizes the 2D bounding box
of RoI accurately, the rephrased question contains a hallucination:
it misidentifies the author as “Charles Dvdley Warner” instead of
“Charles Dudley Warner”. This error likely results from visual
confusion caused by the stylized font on the book cover, where
the letter “u” was misread as “v”. While the final output remains
correct, this case highlights the model’s vulnerability to artistic
distortions in text recognition.
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