R1-VL: Learning to Reason with Multimodal Large Language Models via
Step-wise Group Relative Policy Optimization
(Supplementary Materials)

We provide more experiment details in Section A (in-
cluding datasets and implementation details), more exper-
imental results in Section B, discussion about the related
works in Section C and qualitative results in Section D.

A. Experiment details

A.l. Evaluation Benchmarks

Here we provide more details about the benchmarks used
for evaluating the proposed StepGRPO:

MathVista [5]: MathVista is a benchmark that inte-
grates challenges from a wide range of mathematical and
visual tasks. It comprises 6,141 examples, sourced from 28
existing multimodal datasets related to mathematics, along
with three newly created datasets: IQTest, FunctionQA, and
PaperQA. Following prior studies [11], we adopt the mini
version of MathVista, which consists of 1,000 questions, for
evaluation.

MMStar [1]: MMStar is a vision-centric multimodal
benchmark comprising 1,500 challenging samples. It is de-
signed to assess six fundamental capabilities (i.e., coarse
perception, fine-grained perception, instance reasoning,
logical reasoning, science & technology and mathematics)
across 18 specific dimensions, providing a well-balanced
and refined evaluation of MLLMs’ multimodal reasoning
abilities.

Math-Vision [8]: MATH-Vision (MATH-V) benchmark
is a carefully curated collection of 3,040 high-quality math-
ematical problems with visual contexts, sourced from real
math competitions. It covers 16 distinct mathematical dis-
ciplines and is graded across five difficulty levels, offering
a comprehensive and diverse challenge set for assessing the
mathematical reasoning abilities of MLLMs.

ChartQA [6]: ChartQA is a large-scale benchmark de-
signed to evaluate a model’s ability to answer questions
about charts, focusing on both visual and logical reasoning.
It comprises 9,608 human-written questions and an addi-
tional 23,111 questions generated from human-written chart
summaries. Following prior work, we evaluate StepGRPO
on the test split of this dataset.

DynaMath [14]: DynaMath is a dynamic visual

math benchmark designed for comprehensive evaluation of
MLLMs. It consists of 501 high-quality, multi-topic seed
questions, each represented as a Python program and cover-
ing a diverse range of mathematical topics, including Plane
Geometry, Solid Geometry, Analytic Geometry, Algebra,
Puzzle Tests, Graph Theory, Statistics, Scientific Figures,
and Arithmetic. Each seed question is further expanded into
10 concrete variations, resulting in a total of 5,010 ques-
tions, ensuring a diverse and rigorous assessment of mathe-
matical reasoning in multimodal models.

HallusionBench [4]: HallusionBench is a comprehen-
sive benchmark designed to evaluate language hallucination
and visual illusion in MLLMs. It comprises 346 images
and 1,129 QA pairs, covering diverse topics such as math-
ematics, geography, sports, and statistics. The benchmark
introduces controlled question groups to analyze models’
response consistency and failure modes, along with novel
metrics for quantifying hallucination and illusion.

MathVerse [12]: MathVerse is a comprehensive visual
math benchmark designed for equitable and in-depth eval-
uation of MLLMs. It consists of 2,612 high-quality, multi-
subject math problems with diagrams, sourced from pub-
licly available datasets. Each problem is transformed by
human annotators into six distinct versions: Text Dominant,
Text Lite, Text Only, Vision Intensive, Vision Dominant,
and Vision Only. In this study, we evaluate StepGRPO on
five visual-related versions, excluding Text Only.

MME [3]: MME is a comprehensive benchmark de-
signed to assess the performance of Multimodal Large Lan-
guage Models (MLLMs). MME evaluates both perception
and cognition abilities across 14 subtasks. To prevent data
leakage, all instruction-answer pairs are manually crafted.

MMReason [10]: MMReason is a new benchmark de-
signed to precisely and comprehensively evaluate the long-
chain reasoning capabilities of MLLMs through diverse,
open-ended, and challenging questions.

A.2. Prompt for key step pre-extraction

As discussed in Section Method in the main text, our step-
wise reasoning accuracy provides additional rewards to rea-
soning path through a soft key-step matching mechanism.
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Figure 1. Prompt used for key-step extraction.

Specifically, we prompt GPT-4 to extract several key steps
from the reasoning path for each question, where the prompt
used for key-step extraction is shown in Fig. 1. To ensure
efficient reward assignment, we ask GPT to refine the ex-
tracted steps by removing redundant content and retaining
only the core few words necessary for reasoning.

B. More experimental results

Comparison with GRPO. From Table 1, we observe that
applying GRPO directly to baseline models often results in
performance degradation, primarily due to the sparse re-
ward issue. In contrast, R1-VL with our proposed Step-
GRPO consistently improves vanilla GRPO by significant
margins, which is largely attributed to that StepGRPO in-
troduces step-wise reasoning accuracy and validity rewards.

C. Difference to other RL-based MLLM rea-
soning studies

We note that a few studies have also explored reinforce-
ment learning for enhancing the reasoning capability of
MLLMs [2, 13]. These methods typically adopt offline RL
algorithms, such as Direct Preference Optimization (DPO),
where models are optimized based on pre-collected reason-
ing preference data, i.e., reasoning paths leading to correct
final answers are treated as preferred data, while reason-
ing paths leading to incorrect answers are used as rejected
data. Different from these works, we propose StepGRPO,
a novel online reinforcement learning framework that en-
ables a MLLM to self-improve reasoning ability via simple,

effective and dense step-wise rewarding. Our StepGRPO
has two clear advantages: 1) StepGRPO operates in an on-
line manner, allowing the model to generate and refine rea-
soning paths during the training process. This ensures that
the learned reasoning strategies are up-to-date, rather than
being constrained by a fixed dataset of reasoning trajecto-
ries; 2) Instead of solely relying on outcome-level reward
signals, StepGRPO introduces step-wise reasoning rewards,
including Step-wise Reasoning Accuracy Reward and Step-
wise Reasoning Validity Reward. With the proposed step-
wise reasoning rewards, StepGRPO enables to effectively
mitigate the sparse reward issue for MLLMs without the
need of process reward models and encourages more struc-
tured and logically consistent reasoning process.

D. Qualitative Results

Here we provide more qualitative results of the proposed
StepGRPO. As shown in Fig. 2, our StepGRPO generates
correct, logically consistent and structured reasoning paths.

E. Limitation

Our rule-based rewards are specifically designed for com-
plex reasoning tasks that require step-by-step structured
logical processes. As in Table 1 of the manuscript, they gen-
eralize well across a variety of tasks like math, medical and
science QA, chart understanding, and improve more signif-
icantly on reasoning-heavy tasks (an average gain of 6% on
four math benchmarks). On the other hand, our approach
may be less effective for free-form tasks such as storytelling



Method

MathVista MMStar Math-V ChartQA DynaMath HallBench MathVerse MMEg,,,,, AVG

Qwen2-VL-2B [9] 43.0 48.0 12.4 73.5 24.9 41.7 19.7 1872 412
Qwen2-VL-2B-GRPO [7] 414 46.2 16.0 72.5 242 422 19.9 1930 41.4
R1-VL-2B (Ours) 52.1 49.8 17.1 752 29.4 44.0 26.2 2048 45.8
Qwen2-VL-7B [9] 58.2 60.7 16.3 83.0 42.1 50.6 325 2327 533
Qwen2-VL-7B-GRPO [7]  55.1 59.8 19.1 81.3 33.9 48.5 30.9 2335 514
R1-VL-7B (Ours) 63.5 60.0 24.7 83.9 452 54.7 40.0 2376  57.1

Table 1. Comparsion with GRPO.

or creative writing, where there is no single correct answer
and no requirement for a structured intermediate reasoning
process.
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13. Zp is tangent to circle O. If mAB
=8 and mOB = 10, find the diameter
of circle O.
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Question: Please answer the question
and provide the correct option letter,
e.g., A, B, C, D, atthe end.

Correct answer: (E) 12

StepGRPO:

#it# Image Description: The image shows a circle with center O. A tangent line AB touches the circle at point A. The line OB is
a radius of the circle, and the length of AB is given as 8. The length of OB is given as 10.

### Rationales: The problem involves a tangent to a circle and requires finding the diameter. The tangent line is perpendicular
to the radius at the point of tangency, forming a right triangle with the radius and the tangent segment.

#it# Let's think step by step.

#it# Step 1: Identify the right triangle formed by the tangent AB, radius OB, and the line segment OA. Since AB is tangent to
the circle at A, angle OAB is 90 degrees.

#i#t# Step 2: Use the Pythagorean theorem in triangle OAB. The sides are OA (radius), OB (hypotenuse), and AB (tangent).
#it# Step 3: Apply the Pythagorean theorem: \( OAA2 + ABA2 = OBA2 ).

#iH# Step 4: Substitute the known values: \( OAA2 + 842 = 1072 \).

#iH# Step 5: Calculate: \( OA”2 + 64 = 100 \).

### Step 6: Solve for \( 0AA2 \): \( OA”2 = 100 - 64 = 36 \).

#it# Step 7: Find OA: \( OA =\sqrt{36} =6 \).

#it# Step 8: Since OA is the radius, the diameter is twice the radius: \( 2 \times 6 = 12\).

#i# The final answer is: E

J
StepGRPO: )
n ### Image Description: The image is a bar chart showing gross gambling revenue in million GBP for the years 2009, 2010, and
2011. Each year has two bars: a blue bar labeled "Over-The-Counter (OTC)" and a navy blue bar labeled "Fixed odds betting
terminals (FOBTs)." The values for the navy blue bars are 1,070.4 for 2009, 1,181.9 for 2010, and 1,301.7 for 2011.
### Rationales: The question asks for the sum of the highest and lowest values of the navy blue bars, which represent the
Fixed odds betting terminals (FOBTs) for each year.
© Over-The-Counter OTC) @ e s b terminals FORTS
. #it# Let's think step by step.

#it# Step 1: Identify the values of the navy blue bars for each year:

Question: What is the sum of highest

value and lowest value of navy blue bar? -2009: 1,070.4

Correct answer: 2372.1 -2010:1,181.9
-2011:1,301.7
#it# Step 2: Determine the highest and lowest values among these:
- Highest value: 1,301.7 (2011)
- Lowest value: 1,070.4 (2009)
#it# Step 3: Calculate the sum of the highest and lowest values:
-Sum =1,301.7 + 1,070.4
#i## The final answer is: 2372.1

J

Figure 2. Our StepGRPO generates correct, logically consistent and structured reasoning paths.
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