
A. PanoLlama Generation Process
We provide detailed pseudocode in Alg. 1 to facilitate a better understanding of our framework. Aligned with LlamaGen
[31], it incorporates FLAN-T5 XL [9] as the text encoder fE , VQVAE [35] as the image tokenizer fT , and Llama XL [34] as
the token generator fG to achieve text-guided panorama generation.

Algorithm 1 PanoLlama Generation Process

Input: fE , fG , fT d ▷ pre-trained models: text encoder, token generator, decoder of image tokenizer
p ▷ max token limit of image tokenizer
y ▷ textual prompt
mode ▷ direction of expansion
n ▷ expansion iterations
r, c ▷ rows and columns expanded per iteration

Output: x′ ▷ panorama

function GENERATETOKENS-VERTICAL(vi−1, r)
vi ← fG(vi−1,r

√
p, . . . , vi−1,p)

return vi
end function

function GENERATETOKENS-HORIZONTAL(vi−1, c)
for j = 1, 2, . . . ,

√
p do

vji ← fG(vi−1,ϵ(vj
i−1)−

√
p+c, . . . , vi−1,ϵ(vj

i−1)
)

end for
return vi

end function

s← fE(y) // (i) Textual Conditioning

v1 ← fG(s) // (ii) Next-Crop Prediction
if mode == ’Vertical’ then

for i = 2, 3, . . . , n do
vi ← GENERATETOKENS-VERTICAL(vi−1, r)

end for
V ← v1 ⊕n

i=2 vi
else if mode == ’Horizontal’ then

for i = 2, 3, . . . , n do
vi ← GENERATETOKENS-HORIZONTAL(vi−1, c)

end for
V ← v1 ∪ni=2 vi

end if

x′ ← fT d(V ) // (iii) Decoding Tokens into Panorama
Return x′



B. More Qualitative Comparison Results
Figs. A1 to A13 gives more qualitative comparisons on panoramic image generation of 512 × 5120, highlighting the areas
where improvements have been made.

Figure A1. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A2. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A3. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A4. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A5. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A6. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A7. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A8. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A9. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A10. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A11. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A12. Additional qualitative comparison results on 512× 5120 panorama generation.



Figure A13. Additional qualitative comparison results on 512× 5120 panorama generation.



C. Comparison with SD Variants
We further conduct experiments on additional diffusion variants, evaluating baselines using Φ = SDXL. In line with Sec. 4.1,
we continue to generate images at a resolution of 512× 5120 and then crop them to create 512× 512 image sets.

Tab. A1 presents the comparison results. Some baselines do not support SDXL and are therefore excluded from this table.
Notably, even with SDXL, our approach excels at enhancing the multilevel coherence of generated panoramas, though to a
lesser degree than the SD-based reference model. This is expected, given SDXL’s advanced design as a diffusion model with
doubled default resolution in both height and width.

Table A1. Comparisons between PanoLlama and baselines with another Φ variants. Our approach still stands out in improving the
coherence of the generated panoramas while maintaining aesthetic quality and operational speed.

Coherence Fidelity & Diversity Compatibility

LPIPS↓ DISTS↓ TV↓ SSIM↑ FID↓ IS↑ CLIP↑ CLIP-aesthetic↑
SDXL – – – – 34.50 7.60 33.23 6.76

LlamaGen – – – – 37.82 6.43 31.62 6.74
BLDXL 0.790 0.356 0.075 0.013 85.20 (+50.70) 5.97 (-1.63) 32.59 (-0.64) 5.80 (-0.96)
MDXL 0.676 0.253 0.055 0.220 39.15 (+4.65) 6.42 (-1.18) 34.66 (+1.43) 6.88 (+0.12)
TDXL 0.638 0.214 0.051 0.274 40.05 (+5.55) 6.48 (-1.12) 34.79 (+1.56) 6.89 (+0.13)

MADXL 0.517 0.208 0.032 0.296 56.55 (+22.05) 5.13 (-2.47) 32.07 (-1.16) 6.94 (+0.18)
Ours 0.410 0.196 0.021 0.305 40.09 (+2.27) 5.97 (-0.46) 31.56 (-0.06) 6.97 (+0.23)

D. Dataset Construction Details
To ensure a comprehensive and fair evaluation, our dataset construction focused on diversity and challenge. (i) Theme
Selection: We select 25 common themes stratified by typical scene scale: from expansive scenes well-suited for panoramas
(e.g., ’landscape’) to medium-scale subjects (e.g., ’architecture’) and challenging dense/small-object scenes (e.g., ’crowd’).
This variety is designed to robustly test PIG methods across diverse content types, as explored in our prompt theme analysis
in Sec. 4.2. (ii) Sub-Themes: Each theme is further diversified into 3-8 sub-themes (e.g., ’crowd’ includes ’festival’, ’market’,
’concert’, · · ·) to ensure broad conceptual coverage. (iii) Styles: We include a mix of styles (photorealistic, artistic, chosen
randomly). (iv) Creation Process: The prompts are generated by an AI based on the aforementioned structured themes and
styles, resulting in 400 prompts per theme. (v) Fairness: This random, broad design ensures no implicit bias toward our
PanoLlama; all methods are evaluated fairly.

E. Implementation Details about Our Applications
Similar to joint diffusion methods, our approach can also introduce additional optimizations on top of next-token prediction
to achieve smoother transitions. For instance, we can apply a basic blending function as follows:

ēi,1 = λei,1 + (1− λ)ei−1,p

v∗i,1 = argmin
vi,1
∥ēi,1 − e∥2 (13)

where vi−1,p and vi,1 represent the boundary tokens between vi−1 and vi, ei−1,p and ei,1 refer to the embeddings indexed
by these tokens, λ denotes the transition factor, e represents the trained embeddings in fT , v∗i,1 is the resulting token after
blending.

By employing Eq. (13) with λ ∈ [0.5, 0.8], we can achieve smoother transitions under different textual conditions for
multi-layout and multi-guidance applications. However, our experiments demonstrate that with a consistent prompt, the
performance of PanoLlama peaks at λ = 1.0, declining at other values. This suggests that our method reaches its best in
single-prompt scenarios without the need for blending operations.
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