
Supplementary Materials
MambaML: Exploring State Space Models for Multi-Label Image Classification

Xuelin Zhu1 Jian Liu2 Jiuxin Cao3 Bing Wang1*

1The Hong Kong Polytechnic University 2Ant Group 3Southeast University
{xuelin.zhu, bingwang}@polyu.edu.hk, rex.lj@antgroup.com, jx.cao@seu.edu.cn

A. Evaluation Metrics

In this study, we employ the mean average precision (mAP)
and the average precision (AP) for each category as stan-
dard metrics in the domain of multi-label image classifica-
tion to assess the performance of our proposed MambaML
framework. These metrics are widely recognized for reflect-
ing the overall effectiveness and category-specific accura-
cies of multi-label classification models. In addition, we
follow the previous work [1] to present the precision, re-
call, and F1-measure score for further comparison. Specif-
ically, top three labels determined by confidence scores in
descending order for each image are used to compare with
the ground truth labels, including the overall precision, re-
call, F1-measure (OP, OR, OF1) and per-class precision, re-
call, F1-measure (CP, CR, CF1), which are formulated as
follows:
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where C is the number of labels, N c
i is the number of im-

ages that are correctly predicted for the i-th label, Np
i is

the number of predicted images for the i-th label, Ng
i is the

number of ground truth images for the i-th label. The above
mentioned metrics all require a fixed number of labels, but
the label numbers of different images are commonly vari-
ous. Therefore, we further present the OP, OR, OF1 and
CP, CR, CF1 metrics under the setting that a label is pre-
dicted as positive if its estimated probability is greater than
0.5. Note that mAP and OF1 as well as CF1 are the most
important metrics.
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Method VOC 2007 MS-COCO NUS-WIDE

SSGRL [1] 93.4 83.8 -
SALGL [5] 95.1 85.8 66.3

MambaML + GGNN 95.2 85.9 66.5
SGRE [6] 95.4 85.7 65.7

MambaML + MHA 95.3 85.9 66.4

Table 1. Comparison of our MambaML framework with more re-
cent methods (mAP in %).

B. Comparison with more state-of-the-arts

In this section, we compare the proposed MambaML frame-
work with more recent approaches, including SALGL [5]
and SGRE [6], which aim to enhance multi-label image
classification performance by generating label-specific vi-
sual representations and incorporating additional network
modules. Similar to SSGRL [1], SALGL employs a low-
rank bilinear pooling model to produce label-specific visual
representations, followed by interaction through a gated
graph neural network (GGNN). For a fair comparison, our
MambaML framework also integrates the GGNN for the in-
teraction between the produced label-specific visual repre-
sentations. Experimental results are shown in the upper part
in Table 1. Notably, our MambaML + GGNN consistently
achieves better performance in mAP across all datasets.

In addition, the mechanism developed in SGRE [6] that
utilizes multi-head self-attention (MHA) to augment patch-
level representations with object-level representations is ap-
plied in our MambaML framework for a fair comparison.
Experimental results are reported in the lower part in Ta-
ble 1. As shown, despite a minor mAP delay on the Pas-
cal VOC 2007 dataset [3], our MambaML + MHA im-
plements better performance than SGRE on both the MS-
COCO [4] and NUS-WIDE [2] datasets. Overall, our Mam-
baML framework demonstrates its effectiveness in acquir-
ing label-specific visual representations, thereby exhibiting
superior performance in multi-label image classification.
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