Generalizable Visual Localization for Gaussian Splatting Scene Representations

Supplementary Material

Table 1. Gaussian splatting PSNR scores. We provide the PSNR
scores for our trained GS models across each scene in the Cam-
bridge Landmarks [4] and 7-Scenes [3, 7] datasets.

Cambridge Landmarks - Outdoor

Kings
20.8 16.9 22.0 21.7 20.4

Hospital Shop StMary Average

7-Scenes - Indoor
Chess Fire Heads Office Pump. Kitchen Stairs Average
289 28.8 307 28.9 30.0 24.4 30.4 28.9

Below, we provide additional details about our imple-
mentation and examples of challenging scenes from the
ScanNet++ dataset in Figure 1. As shown, the scenes are
large and diverse, including extensive texture-less areas,
which demonstrates the generalization ability of our cross-
scene model.

Our code is still a work in progress. We will publish it
after finishing to clean and refactor it for easy use. All of
the data we used is publicly available. We will also release
our pre-trained models.

1. Gaussain Splatting Implementation Details

We use the pre-built COLMAP reconstructions from [1]
for the 7scenes dataset and the reconstructions provided in
HLoc toolbox [6] for the Cambridge landmarks dataset. We
train all the scenes using the vanilla 3DGS [5], for 30k it-
erations using the default parameters, in Table | we report
the per-scene PSNR scores for our trained models on the
training images. Notably, the rendering quality of outdoor
scenes is inferior compared to indoor scenes, which might
explain the degradation in our pose estimation accuracy.

Handling challenges in outdoor scenes. To effectively
train a 3DGS model for outdoor scene reconstruction, we
focus on reconstructing static elements such as buildings,
fences, and signs. This approach addresses real-world chal-
lenges like varying lighting conditions, dynamic objects,
and distant regions. To mitigate these issues, we use a pre-
trained semantic segmentation model [2] to mask out sky
regions and moving objects, including pedestrians and vehi-
cles. These elements, which constitute only a small portion
of the captured images, are excluded from the loss function
during training, resulting in more accurate scene reconstruc-
tion. For this purpose, we utilize pre-computed segmenta-

tion maps provided by [9], generated using the method de-
scribed in [2].
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Figure 1. ScanNet++. Examples of qualitative results obtained by our cross-scene model on diverse scenes of ScanNet++ [8]. From left to
right, two images from the training images, a test query image, and the rendered image from our model pose prediction.
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