LoRA-Loop: Closing the Synthetic Replay Cycle for Continual VLM Learning

Supplementary Material

6. Detailed Results

Tab. 6 and Tab. 7 present the Detailed Transfer, Avg., and
Last metrics for different continual-training methods across
the MTIL benchmark in Order I and Order II, respectively.
These results highlight the ability of each method to adapt to
new tasks while preserving knowledge learned from earlier
ones.

In Order I (Tab. 6), our method achieves the best per-
formance across most columns. Compared with other base-
lines, i.e., ZSCL, MoE-Adapter, and GIFT, it delivers su-
perior Transfer and Avg. metrics (69.8 vs. 69.7, 77.6 vs.
77.3), indicating its strong generalization across tasks. Its
Last accuracy (86.0) also tops the chart, suggesting that
it maintains the most robust performance after sequential
training. In Order II (Tab. 7), LoRA-Loop similarly shows
strong results across the Transfer, Avg., and Last metrics.
Notably, it achieves the best Avg. (75.9) and Last (85.5) re-
sults, highlighting its ability to balance performance across
both early and later tasks. Compared to other methods,
LoRA-Loop demonstrates better resistance to catastrophic
forgetting and maintains higher overall performance across
the varied domains and data shifts introduced by the dif-
ferent ordering of tasks. These results collectively con-
firm that the proposed method maintains both strong plas-
ticity for learning new tasks and high stability for preserv-
ing prior knowledge and zero-shot generalizability, making
it highly effective across diverse and challenging continual
VLM learning settings.



Table 6. Detailed Transfer, Avg., and Last accuracy (%) of different continual-training methods on the MTIL benchmark in Order I. *
indicates reproduced results. The best score in each column is shown in bold.
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Zero-shot 24.3 884 446 549 71.0 885 59.4 89.0 647 652 653 65.3
Fine-tune 62.0 95.1 89.6 79.5 98.9 975 92.7 99.6 94.7 81.8 89.2 89.2
Transfer

ZSCL [68] 86.0 674 454 504 71.0 876 61.8 86.8  60.1 66.8 68.1
MoE-Adapter [63] 87.9 682 444 499  70.7 88.7 59.7 89.1 645 655 68.9
GIFT* [56] 882 699 463 488 69.8 87.3 69.2 89.0 599 68.1 69.7
LoRA-Loop (Ours) 884 694 46.6 503 70.1 87.7 684 895 590 698 69.8
Avg.

ZSCL [68] 45.1 92.0 80.1 64.3 79.5 816 896 752 884 64.7 68.0 754
MoE-Adapter [63] 502 919 831 694 789 84.0 89.1 73.7 89.3 67.7 669 76.7
GIFT* [56] 509 937 809 673 79.8 83.6 89.3 80.1 90.5 64.7 693 773
LoRA-Loop 522 95.0 812 675 80.5 83.7 89.5 796 908 640 692 77.6
Last

ZSCL [68] 40.6 922 81.3 70.5 94.8 90.5 91.9 987 939 85.3 80.2 83.6
MoE-Adapter [63]  49.8 922 86.1 78.1 95.7 94.3 89.5 98.1 89.9 81.6 80.0 85.0
GIFT* [56] 47.8 94.1 81.3 737  96.7 943 915 99.1 94.7 859 80.3 85.4
LoRA-Loop (Ours) 50.7  96.5 81.8 744 969 94.1 91.5 99.1 944 862 804 86.0

Table 7. Detailed Transfer, Avg., and Last accuracy (%) of different continual-training methods on the MTIL benchmark in Order II. *
indicates reproduced results. The best score in each column is shown in bold.
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Zero-shot 64.7 88.5 59.4 89.0 71.0 65.2 24.3 88.4 44.6 54.9 68.2 65.3
Fine-tune 89.6 92.7 94.7 97.5 97.5 81.8 62.0 95.1 79.5 98.9 89.6 89.2
Transfer

ZSCL [68] 88.3 57.5 847  68.1 64.8 21.1 882 453 552 682 642
MoE-Adapter [63] 88.8 59.5 89.1 69.9 64.4 18.1 86.9 43.7 54.6 68.2 64.3
GIFT™* [56] 88.3 64.2 88.9 70.4 68.2 22.5 90.1 46.2 52.8 69.1 66.1
LoRA-Loop (Ours) 884 654 895 703 685 233 904 471 694 694 663
Avg,

ZSCL [68] 81.7 91.3 91.1 91.0 82.9 72.5 33.6 89.7 53.3 62.8 69.9 75.4
MoE-Adapter [63] 84.9 89.9 89.3 914 86.2 72.2 334 89.4 53.3 61.4 69.9 74.7
GIFT™* [56] 835 91.0 927 931 859 744 357 920 544 60.8 70.7 75.8
LoRA-Loop (Ours) 83.3  91.1 929 933 86.1 746 366 921 548 595 709 759
Last

ZSCL [68] 782 911 976 925 874 782 250 923 727 962 863 83.4
MoE-Adapter [63]  84.1 885 940 918 941 778 504 933 771 877 86.6 84.1
GIFT* [56] 81.1 90.3 986 942 917 788 50.8 944 755 953 86.6 852
LoRA-Loop (Ours) 81.1 90.5 98.7 94.3 92.9 79.1 52.6 93.9 74.8 96.4 86.5 85.5
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