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A. Training Scheme and Objective Functions
We begin by pre-training our lightmap estimator using syn-

thetic data with ground truths. The objective function is

Lpre = LS + LN, (22)

where LS is an L1 loss comparing the predicted and ground

truth lightmaps Sd, {Ss(n)}, LN is a cosine similarity loss

between predicted and ground truth normal N. After pre-

training, we detach the normal decoder Enor and integrate

the rest of the lightmap estimator with Total-Editing. The

entire network is then trained end-to-end using both real and

synthetic data. During training, we randomly sample ap-

pearance source Iapp and motion source Imot of one subject,

with the editing target I∗ equal to the motion source Imot.

As for the lighting source, we use the HDR environment

map of Imot for synthetic data and another random frame

from the same video clip for real data. In this phase, our

reconstruction objective is

Lrec = L1 + LLPIPS + Lid + Lseg + La + Ln + LS, (23)

where L1, LLPIPS, Lid are pixel-wise L1, perceptual differ-

ence [80], and negative cosine similarity of face recognition

features [14] between the editing result Î and the target I∗,
Lseg and La are L1 losses for the rendered foreground mask

and albedo, Ln is a cosine similarity loss for the rendered

normal, and LS is the L1 loss for estimated lightmaps. Note

that La and LS are used only for synthetic data, while Ln

is also applied to real data with Sapiens [33] pseudo ground

truths. Further, we introduce regularization

Lreg = RTV +Rδ +Rn, (24)

where RTV is the total variation loss to promote spatial

smoothness, Rδ is a L1 regularization for residual color δc
which constraints it from dominating the render, and
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regularizes normal n to align with the unit negative gradient

of density σ. We also apply an adversarial loss Ladv with a

dual discriminator [8]. Finally, the training objective is

L = Lrec + Lreg + Ladv. (26)

B. More Qualitative Results
We present additional face reenactment results on the

VFHQ [71] and HDTF [81] datasets in Figs. 11 to 14,

Figure 10. Samples from one identity of the Lumos [75]
dataset. We refer to each column as a unique subject, since they

have different appearances and accessories.

demonstrating the effectiveness of Total-Editing in both

motion and lighting control. Further, we explore two down-

stream applications. As shown in Fig. 15, Total-Editing

enables relighting of animated portraits using HDR envi-

ronment maps, producing a background replacement effect.

In Fig. 16, Total-Editing can leverage arbitrary portrait im-

ages as lighting sources, vividly transferring the illumina-

tion effect from one portrait to another.

C. Dataset Details

Our synthetic dataset is designed to advance research in

general portrait editing, offering two primary subsets: a

multi-view subset and a video-like subset.

• The multi-view subset comprises 50K subjects, each cap-

tured in two distinct environments and viewed from 10

camera angles. This subset provides extensive data for

analyzing objects from diverse perspectives and ensuring

multi-view consistency. Samples are shown in Fig. 17.

• The video-like subset includes 10K subjects, each ren-

dered across 10 environments with varied poses and ex-

pressions, making it well-suited for studying motion and

temporal changes. Samples are shown in Fig. 18.

With diverse samples demonstrated in Fig. 19, our synthetic

dataset consists of 50K subjects and 2M images. It is en-

riched with ground truth albedo, normal, depth, UV maps,

segmentation masks, and HDR environment maps. This

dataset addresses critical limitations compared to the exist-

ing synthetic datasets. For example, as shown in Fig. 10,

the Lumos dataset [75] captures each subject only from one

view, limiting it to tasks like portrait relighting. In con-

trast, our dataset incorporates multiple viewpoints and sub-

ject movements, better simulating real-world spatiotempo-

ral variations. These improvements make our dataset more

versatile and effective for downstream applications requir-
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Figure 11. Additional cross-reenactment results on the VFHQ dataset.

ing spatial and/or temporal coherence.

D. Evaluation Details

In Tab. 1, we exclude both generated and ground truth back-

grounds from metric calculations, focusing solely on the

quality of the portrait regions. Since the relighting method

proposed by Cai et al. [6] requires additional cropping for

input images, we recompose the outputs with original in-

puts in Fig. 7 for visual consistency. During quantitative

comparisons in Tab. 1, we only consider the valid areas after

cropping. In Fig. 9, the backgrounds of 2nd to 3rd columns

are synthesized by inpainting the lighting source portrait us-

ing [62], while those in the 4th to 5th columns are rendered

from the corresponding HDR environment maps.
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Figure 12. Cross-reenactment results on the HTDF dataset.
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Figure 13. Cross-reenactment results on the HTDF dataset (continued).
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Figure 14. Self-reenactment results on the HTDF dataset.
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Figure 15. Cross-reenactment results on the VFHQ dataset with HDR environment maps as lighting sources.
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Figure 16. Cross-reenactment results on the VFHQ dataset with portrait images as lighting sources.
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Figure 17. Multi-view subset of our synthetic data. It incorporates 50K subjects. Each is rendered in 2 environments with 10 views.
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Figure 18. Video subset of our synthetic data. It includes 10K subjects. Each is rendered in 10 environments with 10 poses/expressions.



Figure 19. More subjects in our synthetic data. Subjects are with randomized poses, expressions, hairstyles, skin types, accessories, etc.


