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Abstract

Document Visual Question Answering (DocVQA) offers a
promising approach to extracting insights from large doc-
ument corpora. However, existing benchmarks focus on
evaluating multi-modal understanding within a single doc-
ument. This gap hinders the development of methods in-
tegrating scattered information across pages and docu-
ments. To address this, we introduce M3DocVQA, the
first benchmark designed for multi-modal, multi-page, and
multi-document understanding. M3DocVQA comprises
over 3,000 PDF documents with more than 40,000 pages,
offering a challenging environment where evidence is dis-
tributed across diverse sources and modalities. Along-
side the dataset, we introduce M3DocRAG, a baseline
method based on multi-modal retrieval-augmented gener-
ation. M3DocRAG flexibly handles both single and multi-
ple document settings while preserving critical visual infor-
mation, establishing a useful starting point for future work
in open-domain multi-modal document understanding.
Our experiments across three benchmarks (M3DocVQA,
MMLongBench-Doc, and MP-DocVQA) show that exist-
ing methods struggle with open-domain question answer-
ing over extensive, multi-modal documents. Although
M3DocRAG has shown promising performance, there is
large room for future improvement. We provide compre-
hensive ablation studies of different indexing, multi-modal
language models, and multi-modal retrieval models, along
with qualitative examples to guide future research.

1. Introduction
Document visual question answering (DocVQA) [16, 32,
42, 44, 58] is a multi-modal task that answers textual ques-
tions by interpreting information contained within docu-
ment images. The capability of accurately and efficiently
answering questions across numerous, lengthy documents
with intricate layouts would greatly benefit many domains
such as finance, healthcare, and law, where document AI

*Work done during an internship at Bloomberg as a recipient of the
Bloomberg Data Science Ph.D. Fellowship.

assistants can streamline the daily processing of large vol-
umes of documents, improving productivity and enabling
faster, more informed decision-making. However, existing
DocVQA benchmarks focus on evaluating question answer-
ing (QA) capabilities within a single document, so their
questions assume that a QA model already knows the con-
text of that specific document. For example, they have ques-
tions given a single-page CV and “In which year did the au-
thor publish their first journal article?” as shown in Fig. 1
(left). This gap hinders the development of methods inte-
grating scattered information across pages and documents.

To address this limitation, we introduce M3DOCVQA
(Multi-modal Multi-page Multi-Document Visual
Question Answering), an open-domain dataset that
significantly raises the challenge of DocVQA to answering
questions from a large document corpus (Sec. 2). As exem-
plified in Fig. 1 (right), M3DOCVQA supports scenarios
like reviewing a corpus of thousands of multi-page CVs and
answering a question like “Which candidate has published
in ICCV on document understanding?” By extending the
MultimodalQA dataset’s [55] closed-domain context to an
open-domain setting, M3DOCVQA introduces 2,441 ques-
tions spanning 3,368 PDF documents, which collectively
contain over 41,005 pages of diverse multi-modal content,
including text, images, and tables. This dataset presents
real-world challenges by requiring models to navigate
complex reasoning paths across pages and within various
types of document elements, better reflecting the intricacies
of document understanding.

As a useful starting point for M3DOCVQA, we
introduce M3DOCRAG, a baseline method based on
multi-modal retrieval-augmented generation (Sec. 3).
M3DOCRAG retrieves relevant document pages using a
multi-modal retrieval model, such as ColPali [19], and gen-
erates answers to questions from the retrieved pages using
a multi-modal language model (MLM), such as Qwen2-
VL [60]. M3DOCRAG operates in three stages: In (1)
document embedding (Sec. 3.1), we convert all document
pages into RGB images and extract visual embeddings (e.g.,
via ColPali) from the page images. In (2) page retrieval
(Sec. 3.2), we retrieve the top-K pages of high similarity

This ICCV Workshop paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Existing DocVQA datasets: Closed-domain M3DocVQA (Ours): Open-domain

“In which year did the author publish their first journal article?”

Context: Single PDF

Model Answer

Context-specific question (e.g., given a CV)
“Which candidate has published in ICCV on document understanding?”

Context: 3K PDFs

Model Answer

Open-domain question (e.g., given thousands of CVs)

Figure 1. Comparison of existing DocVQA datasets (left; e.g., DocVQA [44]) and our M3DOCVQA dataset (right). In contrast to
previous DocVQA datasets that have questions that are specific to a single provided PDF, M3DOCVQA has information-seeking questions
that benchmark open-domain question answering capabilities across more than 3,000 PDF documents (i.e., 40,000+ pages).

with text queries (e.g., MaxSim operator for ColPali). For
the open-domain setting, we create approximate page in-
dices, such as inverted file index (IVF) [53, 68], for faster
search. In (3) question answering (Sec. 3.3), we conduct
visual question answering with MLM to obtain the final an-
swer. M3DOCRAG can flexibly handle DocVQA in both
closed domain (i.e., a single document) and open-domain
(i.e., a large corpus of documents) settings.

We benchmark state-of-the-art methods and
M3DOCRAG baseline in three datasets: M3DOCVQA,
MMLongBench-Doc [42], and MP-DocVQA [58], which
cover both open-domain (Sec. 5.1) and closed-domain
(Sec. 5.2) DocVQA settings. We find existing methods
struggle with open-domain document understanding in
M3DOCVQA, and M3DOCRAG achieves the text-only
RAG baseline, but there remains large room for future
improvement. We also provide a comprehensive analysis
(Sec. 5.3) about different indexing, MLMs, and retrieval
components and qualitative examples where M3DOCRAG
can successfully handle various scenarios, such as when
the relevant information exists across multiple pages and
when answer evidence only exists in images.

2. M3DOCVQA: A New Benchmark for
Multi-modal, Multi-page, Multi-document
Understanding

We present M3DOCVQA (Multi-modal Multi-page Multi-
Document Visual Question Answering), a new open-
domain DocVQA benchmark designed to evaluate the abil-
ity to answer questions using multi-modal information from
a large corpus of documents.

As illustrated in Fig. 1 and Table 1, existing DocVQA
datasets [16, 32, 42, 44, 58] primarily focus on evaluating
question answering within the context of a single document
(i.e., closed-domain). These datasets are not well-suited
for benchmarking open-domain visual question answer-
ing, where relevant information, often in multiple modal-
ities such as text, images, and tables, must be retrieved

Table 1. Comparison of recent DocVQA datasets with the pro-
posed M3DOCVQA dataset in terms of context size.

Datasets Multi-page Multi-document Avg. # pages per question

DocVQA [44] ✗ ✗ 1
MP-DocVQA [58] ✓ ✗ 8.3
DUDE [32] ✓ ✗ 5.7
MMVQA [16] ✓ ✗ 9.6
MMLongBench-Doc [42] ✓ ✗ 47.5

M3DOCVQA (ours) ✓ ✓ 41,005

Table 2. M3DOCVQA statistics.

# Documents 3,368

# Pages 41,005
- Avg. # pages per document 12.2

# Questions 2,441
(Answer modalities)
- Text 1,048 (35.2%)
- Table 860 (42.9%)
- Image 533 (21.8%)
(Question hops)
- Single-hop 1,461 (59.9%)
- Multi-hop 980 (40.1%)

Avg. # characters for question 100.8
Avg. # characters for answer 7.1

from multiple documents. This limitation stems from their
questions being designed around specific content on cer-
tain pages within a single document. In real-world sce-
narios, users often seek answers that span across multiple
documents and modalities, making open-domain settings
critical. However, the questions in the existing DocVQA
datasets are not applicable in such an open-domain set-
ting. For example, a question from MP-DocVQA, such as
“What was the gross profit in the year 2009?” assumes
that the model already has access to specific information
within the document. M3DOCVQA challenges models in
an open-domain DocVQA setting, where they must navi-
gate a large ‘haystack’ of multi-modal documents and re-
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“Question”: “…”,
“Answer”: “…”
“Supporting Contexts”: [
  {
 “text”: “…”,
 “title”: “2012-13 La Liga”,
 “url”: 
https://en.wikipedia.org/wiki/2012
-13_La_Liga ...
  },
...

2012–13 La Liga 38 languages

Article Talk Read Edit View history Tools

La Liga
Season 2012–13

Dates 18 August 2012 – 1 June
2013

Champions Barcelona
22nd title

Relegated Mallorca
Deportivo La Coruña
Zaragoza

Champions
League

Barcelona
Real Madrid
Atlético Madrid
Real Sociedad

Europa League Valencia
Real Betis
Sevilla

Matches
played

380

Goals scored 1,091 (2.87 per match)

Top goalscorer Lionel Messi
(46 goals)

Best
goalkeeper

Thibaut Courtois
(0.78 goals/match)

Biggest home
win

Atlético Madrid 6–0
Deportivo La Coruña
(9 December 2012)

Biggest away
win

Rayo Vallecano 0–5
Barcelona
(27 October 2012)
Mallorca 0–5 Real Madrid
(28 October 2012)
Valencia 0–5 Real Madrid
(20 January 2013)

Highest
scoring

Deportivo La Coruña 4–5
Barcelona (20 October 2012)

Longest
winning run

12 matches
Barcelona[1]

Longest
unbeaten run

19 matches
Barcelona[1]

Longest
winless run

15 matches
Zaragoza[1]

Longest losing
run

6 matches
Deportivo La Coruña
Mallorca[1]

Highest
attendance

96,589[1]

Barcelona 2–2 Real Madrid

From Wikipedia, the free encyclopedia

The 2012–13 La Liga season (known as the Liga BBVA for sponsorship reasons) was the
82nd since its establishment. The campaign began on 18 August 2012, and ended on 1 June
2013.[2] Barcelona won the league for a 22nd time, after leading the league the entire season
and amassing 100 points, equalling Real Madrid's points record from the previous season. As
in previous years, Nike provided the official ball for all matches, with a new Nike Maxim Liga
BBVA model to be used throughout the season for all matches.[3][4]

Teams [ edit ]

A total of 20 teams contested the league, including 17 sides from the 2011–12 season and
three promoted from the 2011–12 Segunda División. This included the two top teams from the
Segunda División, and the victorious team of the play-offs.

Villarreal CF, Sporting de Gijón and Racing de Santander were relegated to 2012–13
Segunda División the previous season: Villarreal were relegated after twelve years in La Liga,
Sporting de Gijón returned to Segunda División after a four-year tenure in La Liga, while
Racing de Santander ended ten consecutive seasons in La Liga, the longest period in its
history.

The three teams that were relegated were replaced by three 2011–12 Segunda División
sides: Deportivo de La Coruña made an immediate return to the top level as Segunda
División champion. The second-placing team Celta de Vigo was also promoted to La Liga
after a five-year absence. The third promoted team was decided in the promotion play-offs
where Real Valladolid returned to La Liga after two seasons in Segunda División.

Stadia and locations [ edit ]

Team Location of stadium Stadium Capacity

Athletic Bilbao Bilbao San Mamés 39,750

Atlético Madrid Madrid Vicente Calderón 54,851

Barcelona Barcelona Camp Nou 99,354

Betis Seville Benito Villamarín 52,745

Celta Vigo Vigo Balaídos 31,800

Deportivo La Coruña A Coruña Riazor 34,600

Espanyol Barcelona Cornellà-El Prat 40,500

Getafe Getafe Coliseum Alfonso Pérez 17,700

Granada Granada Nuevo Los Cármenes 22,524

Levante Valencia Ciutat de València 25,534

Málaga Málaga La Rosaleda 28,963

Mallorca Palma Iberostar Stadium 23,142

Create account Log in
 2011–12 2013–14 

Average
attendance

29,430[1]

Location of teams in 2012–13 La Liga

Osasuna Pamplona El Sadar 19,553

Rayo Vallecano Madrid Campo de Vallecas 15,489

Real Madrid Madrid Santiago Bernabéu 85,454

Real Sociedad San Sebastián Anoeta 32,076

Sevilla Seville
Ramón Sánchez
Pizjuán

45,500

Valencia Valencia Mestalla 55,000

Valladolid Valladolid José Zorrilla 26,512

Zaragoza Zaragoza La Romareda 34,596

Personnel and sponsorship [ edit ]

Team Head Coach Captain
Kit

manufacturer
Shirt sponsor

Athletic Bilbao  Marcelo Bielsa  Carlos Gurpegui Umbro Petronor

Atlético Madrid  Diego Simeone  Gabi Nike Azerbaijan, Huawei1 and Kyocera2

Barcelona  Tito Vilanova  Carles Puyol Nike Qatar Foundation, UNICEF2 3 and TV36

Betis  Pepe Mel  Juanma Macron Cirsa and Andalucía4

Celta de Vigo  Paco Herrera  Borja Oubiña Li-Ning Citroën4 and Estrella Galicia2 4

Deportivo La Coruña  Fernando Vázquez  Manuel Pablo Lotto Estrella Galicia

Espanyol  Javier Aguirre  Cristian Álvarez Puma Cancún

Getafe  Luis García Plaza  Jaime Gavilán Joma Confremar and IG Markets4

Granada  Lucas Alcaraz  Manuel Lucena Luanvi Caja Granada

Levante  Juan Ignacio Martínez  Sergio Ballesteros Kelme Comunitat Valenciana

Málaga  Manuel Pellegrini  Jesús Gámez Nike UNESCO5

Mallorca  Gregorio Manzano  José Nunes Macron Riviera Maya

Osasuna  José Luis Mendilibar  Patxi Puñal Astore Lacturale and Nevir2

Rayo Vallecano  Paco Jémez  Piti Erreà AE — Adquisiciones Empresariales and Nevir2

Real Madrid  José Mourinho  Iker Casillas Adidas BWIN

Real Sociedad  Philippe Montanier  Xabi Prieto Nike Canal+6 and Kutxa2

Sevilla  Unai Emery  Andrés Palop Umbro Interwetten

Valencia  Ernesto Valverde  David Albelda Joma JinKO Solar

Valladolid  Miroslav Đukić  Javier Baraja Kappa El Norte de Castilla4

Zaragoza  Manolo Jiménez  Javier Paredes Mercury Proniño and Canal+6

1. ^ Huawei is the sponsor for select matches.

Athletic Bilbao

Atlético Madrid

Barcelona

Betis

Celta Vigo

Deportivo La
Coruña

Espanyol

Getafe

Granada

Levante

Málaga

Mallorca

Osasuna

Rayo
Vallecano

Real Sociedad

Real Madrid

Sevilla

Valencia

Valladolid

Zaragoza

2. ^ On the back of shirt.

3. ^ Barcelona makes a donation to UNICEF in order to display the charity's logo on the back of the club's kit.

4. ^ On the shorts.

5. ^ Málaga makes a donation to UNESCO in order to display the charity's logo on the club's kit.

6. ^ On the left sleeve.

Managerial changes [ edit ]

Team
Outgoing
manager

Manner of
departure

Date of
vacancy

Replaced by
Date of

appointment
Position in

table

Barcelona  Pep Guardiola End of contract 30 June 2012[5]  Tito Vilanova 13 June 2012[6] Pre-Season

Valencia  Unai Emery End of contract 30 June 2012[7]
 Mauricio

Pellegrino
4 June 2012[8] Pre-Season

Rayo
Vallecano

 José Ramón
Sandoval

End of contract 30 June 2012[9]  Paco Jémez 14 June 2012[10] Pre-Season

Granada  Abel Resino End of contract 30 June 2012[11]
 Juan Antonio

Anquela
18 June 2012[12] Pre-Season

Espanyol
 Mauricio

Pochettino
Mutual consent

26 November
2012[13]

 Javier Aguirre
28 November
2012[14]

20th

Valencia
 Mauricio

Pellegrino
Sacked

1 December
2012[15]

 Voro
(caretaker)

1 December
2012[15]

12th

Valencia
 Voro

(caretaker)
End of tenure as
caretaker

5 December
2012[16]

 Ernesto
Valverde

3 December
2012[17]

12th

Deportivo La
Coruña

 José Luis Oltra Sacked
30 December
2012[18]

 Domingos
Paciência

31 December
2012[19]

20th

Sevilla  Míchel Sacked
14 January
2013[20]

 Unai Emery
14 January
2013[21]

12th

Granada
 Juan Antonio

Anquela
Sacked

30 January
2013[22]

 Lucas Alcaraz
30 January
2013[23]

17th

Mallorca
 Joaquín

Caparrós
Sacked

4 February
2013[24]

 Gregorio
Manzano

5 February 2013[25] 19th

Deportivo La
Coruña

 Domingos
Paciência

Mutual consent
11 February
2013[26]

 Fernando
Vázquez

11 February
2013[27]

20th

Celta de Vigo  Paco Herrera Sacked
18 February
2013[28]

 Abel Resino
18 February
2013[28]

18th

League table [ edit ]

Pos Team Pld W D L GF GA GD Pts Qualification or relegation

1 Barcelona (C) 38 32 4 2 115 40 +75 100

Qualification for the Champions League group stage2 Real Madrid 38 26 7 5 103 42 +61 85

3 Atlético Madrid 38 23 7 8 65 31 +34 76

4 Real Sociedad 38 18 12 8 70 49 +21 66 Qualification for the Champions League play-off round

5 Valencia 38 19 8 11 67 54 +13 65 Qualification for the Europa League group stage[a]

6 Málaga 38 16 9 13 53 50 +3 57 [b]

…

Our PDFs in M3DocVQAMultimodalQA (Talmor et al., 2021)

“Question”: “…”,

1. Obtain URLs of 
supporting contexts

2. Render in
a web browser

3. Create PDFs

Figure 2. Illustration of PDF collections in M3DOCVQA. We first collect the URLs of all supporting contexts (Wikipedia documents) of
individual questions of MultimodalQA [55]. Then, we create PDF versions from their URLs by rendering them in a web browser.

trieve relevant information to generate the final answer. The
dataset consists of 2,441 questions spread across 3,368 PDF
documents, totaling 41,005 pages. Each question is sup-
ported by evidence found in one or more documents, span-
ning multiple modalities such as text, images, and tables,
capturing the complexity and diversity typical of real-world
documents. In Table 2, we provide detailed statistics of
M3DOCVQA. Additionally, we provide the training split,
consisting of 24,162 Wikipedia PDFs. Although the docu-
ments in the training split were not utilized in our experi-
ments, they offer future researchers the opportunity to ex-
plore even larger-scale retrieval tasks or use the documents
for training models, further expanding the potential appli-
cations of M3DOCVQA.

To create M3DOCVQA, we extend the question-answer
pairs from a short-context VQA dataset to a more complex
setting that includes 1) PDF documents and 2) open-domain
contexts. Specifically, we use the question-answer pairs
from the development split1 of MultimodalQA [55], where
models answer multi-hop questions based on short multi-
modal contexts (e.g., short text passages, 1-2 images, a ta-
ble) sourced from Wikipedia. We retrieved the URLs of all
Wikipedia documents used as context in any of the Multi-
modalQA development split questions. Then we generated
PDF versions of the Wikipedia pages by rendering them in a
Chromium web browser [57], using the Playwright Python
package [46]. These PDFs retain all vector graphics and
metadata, ensuring zoom-in functionality and maintaining
operational hyperlinks. In addition, no objects are split be-
tween different pages in the resulting PDFs.

While both M3DOCVQA and MultimodalQA [55]
share the goal of evaluating question answering given multi-
modal context, M3DOCVQA introduces a more demand-
ing scenario by requiring models to retrieve relevant in-
formation from a large set of documents, as opposed to
being provided with a short context. In MultimodalQA,

1The test split of MultimodalQA [55] is unavailable, and previous
works have used the development split for comparison.

models are given short, curated context (e.g., a paragraph
from a Wikipedia document) that directly contains the
information needed to answer the questions, simplifying
the task to reasoning within the provided material. In
contrast, M3DOCVQA presents an open-domain setting,
where models must retrieve information from a diverse col-
lection of 3,368 PDF documents before attempting to an-
swer any question. This not only requires handling large-
scale document retrieval but also dealing with multi-modal
content–text, images, and tables–distributed across multiple
documents. This key distinction highlights M3DOCVQA’s
ability to simulate real-world challenges, where the rele-
vant data is often spread across multiple sources. Conse-
quently, M3DOCVQA serves as a robust benchmark for
retrieval-augmented generation tasks in document under-
standing, pushing the boundaries of models to deal with
large-scale, multi-modal, and multi-document settings.

3. M3DOCRAG: A New Baseline for Open-
domain Document Understanding

As a useful starting point for M3DOCVQA, we propose
M3DOCRAG, a baseline method based on multi-modal
retrieval-augmented generation. As illustrated in Fig. 3,
M3DOCRAG operates in three stages: (1) encoding docu-
ment images into visual embeddings (Sec. 3.1), (2) retriev-
ing relevant document pages (Sec. 3.2), and (3) generating
answers to questions based on the retrieved pages (Sec. 3.3).
Below, we explain the problem definition and the details of
each stage.

Problem definition. We define a corpus of documents as
C = {D1, D2, . . . , DM}, where M is the total number
of documents, and each document Di consists of a set of
pages, Pi, represented as RGB images. From the docu-
ments in C, we construct a global set of page images P =⋃M

i=1 Pi = {p1, p2, . . . , pN}, where each pj represents an
individual page image, and N is the total number of page
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Answer 𝑎

Text Query 𝑞

Multimodal LM

...

1) Document Embedding

2) Page Retrieval

...

3) Question Answering

Text Encoder
(ColPali)

MaxSim

Visual embeddings 
of all pages

(in open-domain setting) 
Faster search with

approximate indexing

𝑀	documents
(with 𝑁 total pages)

Top-𝐾 Pages (𝑃!
")

[𝑁, 𝑛! , 𝑑]

[𝑛! , 𝑑]

[𝑛! , 𝑑]
[𝑛! , 𝑑]

[𝑛! , 𝑑]

Corpus 𝐶

Visual Encoder
(ColPali)

Convert to
Images

[𝑛! , 𝑑]

...Page embeddings of 1st doc

...

...
Page embeddings of ith doc

Page embeddings of Mth doc

Visual embeddings of all pages 𝑃

...

...

Figure 3. Our M3DOCRAG framework (Sec. 3) consists of three stages: (1) document embedding (Sec. 3.1), (2) page retrieval (Sec. 3.2),
and (3) question answering (Sec. 3.3). In (1) document embedding, we extract visual embedding (with ColPali) to represent each page
from all PDF documents. In (2) page retrieval, we retrieve the top-K pages of high relevance (MaxSim scores) with text queries. In
an open-domain setting, we create approximate page indices for faster search. In (3) question answering, we conduct visual question
answering with multi-modal LM (e.g. Qwen2-VL) to obtain the final answer.

images across all documents in C (i.e., N =
∑M

i=1 |Pi|).
The objective of M3DOCRAG is to accurately answer a
given question q using the multi-modal information avail-
able in the corpus of documents C. First, we identify P q

K ,
the top K (≪ N ) pages that are most relevant to answering
the query q from the global page set P . Then, we obtain the
final answer with a question answering model that takes re-
trieved page images P q

K and query q as inputs. The problem
of question answering can be categorized into two settings
with different document context sizes:

Closed-domain question answering – The query q
should be answerable from a given single document Di.
The retrieval model outputs the top K relevant page images
P q
K , from the page images Pi of the document Di.

Open-domain question answering – The query q may
require information from single or multiple documents
within the entire document corpus C. The retrieval model
outputs the top K relevant page images P q

K from the entire
set of page images P .

3.1. Document Embedding
In M3DOCRAG, both textual query q and page images P
are projected into a shared multi-modal embedding space
using ColPali [19]. ColPali is a multi-modal retrieval model
based on a late interaction mechanism, which encodes the
text and image inputs into unified vector representations and
retrieves the top K most relevant images. ColPali adopts
both training objective and similarity scoring from Col-
BERT [30, 51], which utilizes a shared architecture to en-
code either textual or visual inputs. In our framework, each
page p ⊆ Pi of a document Di is treated as a single image

with fixed dimensions (width × height).
From an image of a page, we extract a dense visual em-

bedding Ep ∈ Rnv×d, where nv represents the number of
visual tokens per page (which remains constant across all
pages), and d denotes the embedding dimension (e.g., 128).
For a textual query q, we similarly obtain an embedding
Eq ∈ Rnq×d, where nq is the number of text tokens.

For efficiency, we treat each page of a document inde-
pendently. This allows us to flatten all pages in the docu-
ment corpus C into a single page-level embedding tensor:
EC ∈ RN×nv×d, where N represents the total number of
pages in the entire document corpus, nv is the number of
visual tokens per page, and d is the embedding dimension.
M3DOCRAG can flexibly adapt to different retrieval set-
tings, such as a single-page document (N = 1), a single
document with multiple pages (e.g. N = 100), and a large
corpus of multi-page documents (e.g. N > 1, 000).

3.2. Page Retrieval
The relevance between the query q and the page p is com-
puted using the MaxSim score s(q, p):

s(q, p) =

nq∑
i=1

max
j∈[nv ]

Eq
i,· · E

p
j,·

where · denotes the dot product, and Ei,· ∈ Rd denotes the
i-th row (vector) of the embedding matrix E ∈ Rn×d. We
then identify P q

K , the top K (≪ N ) pages that are most
relevant to answering the query q; i.e. we search K pages
scoring highest s(q, p). That is,

P q
K = {pq1, p

q
2, . . . , p

q
K} = argtop-kp∈P s(q, p)
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Approximate indexing for open-domain page retrieval.
Searching pages over in a large document corpus can be
time-consuming and computationally expensive. When a
faster search is desired, we create page indices offline by
applying approximate nearest neighborhood search, based
on Faiss [18, 27]. We use exact search for closed-domain
page retrieval and employ inverted file index (IVF) [53, 68]
(IVFFlat in Faiss) for an open-domain setting, which
could reduce page retrieval latency from 20s/query to less
than 2s/query when searching across 40K pages. See
Sec. 5.3 for a detailed comparison of speed-accuracy trade-
offs across different indexing methods.

3.3. Question Answering
We run visual question answering by giving the text query
q and retrieved page images P q

K to a multi-modal language
model to obtain the final answer. For this, we employ multi-
modal language models (e.g. Qwen2-VL [60]) that consist
of a visual encoder EncVis and a language model LM. The
visual encoder takes K retrieved page images P q

K as inputs
and outputs visual embeddings (different from ColPali en-
coder’s outputs). The language model takes the visual em-
beddings and text embeddings of query q as inputs and out-
puts the final answer a in an autoregressive manner:

a = LM(EncVis(P q
K), q).

4. Experiment Setup
Datasets. We benchmark M3DOCRAG on three PDF
document understanding datasets that represent different
scenarios: (1) M3DOCVQA (Open-domain DocVQA);
(2) MMLongBench-Doc [42] (Closed-domain DocVQA);
(3) MP-DocVQA [58] (Closed-domain DocVQA). In
M3DOCVQA, M3DOCRAG processes over 3,000 PDFs,
totaling more than 40,000 pages. For MP-DocVQA, models
handle a single PDF with up to 20 pages for each question.
For MMLongBench-Doc, models handle a single PDF with
up to 120 pages for each question.

Evaluation Metrics. For M3DOCVQA, we follow
the evaluation setup of MultimodalQA [55]. For
MMLongBench-Doc [42] and MP-DocVQA [58], we fol-
low their official evaluation setups. For M3DOCVQA, we
evaluate answer accuracy with exact match (EM) and F1.
For MMLongBench-Doc, we extract short answers with
GPT4o [47] from the model outputs and report answer ac-
curacy with generalized accuracy (based on a rule-based
evaluation script covering different answer types) and F1
score. For MP-DocVQA, we report answer accuracy with
ANLS [8] and page retrieval with accuracy (same as re-
call@1, as there is a single page annotation for each ques-
tion) by submitting the generation results to the test server.2

2https://rrc.cvc.uab.es/?ch=17&com=tasks

Models. We mainly experiment with the ColPali v1 [19]3

retrieval model and various recent open source multi-modal
LMs with <10B parameters, including Idefics 2 [34],
Idefics 3 [33], InternVL 2 [12], and Qwen2-VL [60]. We
also experiment with a text-based RAG pipeline by combin-
ing recent widely used text retrieval and language models:
ColBERT v2 [51] and Llama 3.1 [38]. For reproducible
evaluation, we use deterministic greedy decoding for an-
swer generation. We compare these multi-modal and text-
based RAG pipelines with recent top entries with compara-
ble parameters (<10B) reported on the leaderboards.

Other implementation details. We use PyTorch [48,
49], Transformers [61], and FlashAttention-2 [14] libraries
for running models. We use Tesseract [54] for OCR
in text RAG baselines, following Ma et al. [42]. We
use Faiss [18, 27] for document indexing. We use the
pdf2image [6] library to convert each PDF page into an
RGB image with a resolution of DPI=144. While all PDF
pages in M3DOCVQA have the same size – 8.5 (width)
× 11 (height) in inches (i.e. US letter size) and 1224
(width) × 1584 (height) in pixels, in MP-DocVQA and
MMLongBench-Doc datasets, pages have slightly different
sizes. To handle this, we resize page images to the most
common image size within the dataset – 1700 (width) ×
2200 (height) for MP-DocVQA, and to the most common
image size within each PDF document for MMLongBench-
Doc. All experiments are conducted with a single H100
80GB GPU. We provide up to 4 pages as visual inputs to
our multi-modal LMs, the maximum number of images we
could fit in the single GPU.

5. Results and Key Findings
In the following, we describe experiment results of
M3DOCRAG and baselines in both open-domain (Sec. 5.1)
and closed-domain settings (Sec. 5.2). Next, we provide ab-
lation studies (Sec. 5.3) about different page indexing strate-
gies, multi-modal LMs, and retrieval models. Lastly, we
show a qualitative example (Sec. 5.4) where M3DOCRAG
can tackle M3DOCVQA questions whose answer source
exists in the visual modality. Please also see the appendix
for additional qualitative examples.

5.1. Open-domain DocVQA
Multi-modal RAG outperforms text RAG, especially on
non-text evidence sources. Table 3 shows the evalua-
tion results on M3DOCVQA. As a model needs to find
relevant documents from 3,000+ PDFs for each question,
we focus solely on RAG pipelines. We observe that our
M3DOCRAG (ColPali + Qwen2-VL 7B) outperforms text
RAG (ColBERT v2 + Llama 3.1 8B), across all different

3https://huggingface.co/vidore/colpali
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Table 3. Open-domain DocVQA evaluation results on M3DOCVQA. The scores are based on F1, unless otherwise noted.

Method # Pages Evidence Modalities Question Hops Overall

Image Table Text Single-hop Multi-hop EM F1

Text RAG (w/ ColBERT v2)
Llama 3.1 8B 1 8.3 15.7 29.6 25.3 12.3 15.4 20.0
Llama 3.1 8B 2 7.7 16.8 31.7 27.4 12.1 15.8 21.2
Llama 3.1 8B 4 7.8 21.0 34.1 29.4 15.2 17.8 23.7

M3DOCRAG (w/ ColPali)
Qwen2-VL 7B (Ours) 1 25.1 27.8 39.6 37.2 25.0 27.9 32.3
Qwen2-VL 7B (Ours) 2 26.8 30.4 42.1 41.0 25.2 29.9 34.6
Qwen2-VL 7B (Ours) 4 24.7 30.4 41.2 43.2 26.6 31.4 36.5

Table 4. Closed-domain DocVQA evaluation results on MMLongBench-Doc. We report the generalized accuracy (ACC) across five
evidence source modalities: text (TXT), layout (LAY), chart (CHA), table (TAB), and image (IMG), and three evidence locations: single-
page (SIN), cross-page (MUL), and unanswerable (UNA). The scores from non-RAG methods are from Ma et al. [42].

Method # Pages Evidence Modalities Evidence Locations Overall

TXT LAY CHA TAB IMG SIN MUL UNA ACC F1

Text Pipeline

LMs
ChatGLM-128k [5] up to 120 23.4 12.7 9.7 10.2 12.2 18.8 11.5 18.1 16.3 14.9
Mistral-Instruct-v0.2 [26] up to 120 19.9 13.4 10.2 10.1 11.0 16.9 11.3 24.1 16.4 13.8
Text RAG
ColBERT v2 + Llama 3.1 1 20.1 14.8 12.7 17.4 7.4 21.8 7.8 41.3 21.0 16.1
ColBERT v2 + Llama 3.1 4 23.7 17.7 14.9 24.0 11.9 25.7 12.2 38.1 23.5 19.7

Multi-modal Pipeline

Multi-modal LMs
DeepSeek-VL-Chat [39] up to 120 7.2 6.5 1.6 5.2 7.6 5.2 7.0 12.8 7.4 5.4
Idefics2 [34] up to 120 9.0 10.6 4.8 4.1 8.7 7.7 7.2 5.0 7.0 6.8
MiniCPM-Llama3-V2.5 [62, 66] up to 120 11.9 10.8 5.1 5.9 12.2 9.5 9.5 4.5 8.5 8.6
InternLM-XC2-4KHD [17] up to 120 9.9 14.3 7.7 6.3 13.0 12.6 7.6 9.6 10.3 9.8
mPLUG-DocOwl 1.5 [23] up to 120 8.2 8.4 2.0 3.4 9.9 7.4 6.4 6.2 6.9 6.3
Qwen-VL-Chat [4] up to 120 5.5 9.0 5.4 2.2 6.9 5.2 7.1 6.2 6.1 5.4
Monkey-Chat [37] up to 120 6.8 7.2 3.6 6.7 9.4 6.6 6.2 6.2 6.2 5.6
M3DOCRAG
ColPali + Idefics2 (Ours) 1 10.9 11.1 6.0 7.7 15.7 15.4 7.2 8.1 11.2 11.0
ColPali + Qwen2-VL 7B (Ours) 1 25.7 21.0 18.5 16.4 19.7 30.4 10.6 5.8 18.8 20.1
ColPali + Qwen2-VL 7B (Ours) 4 30.0 23.5 18.9 20.1 20.8 32.4 14.8 5.8 21.0 22.6

evidence modalities / question hops / # pages. The perfor-
mance gap is especially big when the evidence involves im-
ages, underscoring that M3DOCRAG addresses the infor-
mation loss over non-textual content by text-only pipelines.
We also notice that providing more retrieved pages as con-
text generally increases the performance of both text RAG
and M3DOCRAG (using the top 4 pages yields higher per-
formance than using only the top 1 or 2 pages).

5.2. Closed-domain DocVQA

Multi-modal RAG boosts long document understanding
of MLMs. In MMLongBench-Doc, the models must han-
dle a long PDF document (up to 120 pages) for each ques-
tion. Since many multi-modal LMs have limited context
length, Ma et al. [42] employed a concatenation strategy

that combines all screenshot pages into either 1 or 5 im-
ages and inputs these concatenated images to multi-modal
LMs. Table 4 shows that M3DOCRAG with Idefics2 sur-
pass Idefics2 without RAG, as well as all previous multi-
modal entries. In addition, M3DOCRAG with Qwen2-VL
achieves the best scores in overall F1 and most evidence
modality/page settings. This demonstrates the effective-
ness of multi-modal retrieval over handling many pages
by concatenating low-resolution images. As observed in
M3DOCVQA experiments, we also notice that providing
more retrieved pages as context generally increases the per-
formance of both text RAG and M3DOCRAG (using the
top 4 pages yields higher performance than using only the
top 1 page).
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Table 5. Closed-domain DocVQA evaluation results on MP-
DocVQA. The RAG methods retrieve a single page to the down-
stream QA models.

Method Answer Accuracy Page Retrieval
ANLS R@1

Multi-modal LMs
Arctic-TILT 0.8B [10] 0.8122 50.79
GRAM [9] 0.8032 19.98
GRAM C-Former [9] 0.7812 19.98
ScreenAI 5B [3] 0.7711 77.88

Text RAG
ColBERT v2 + Llama 3.1 8B 0.5603 75.33
M3DOCRAG
ColPali + Qwen2-VL 7B (Ours) 0.8444 81.05

M3DOCRAG achieves the state-of-the-art performance
in MP-DocVQA. In MP-DocVQA, the models must han-
dle a PDF document of up to 20 pages for each ques-
tion. Table 5 presents the top-performing entries in the
MP-DocVQA test split leaderboard, comparing text-based
and multi-modal RAG pipelines. While the text RAG (Col-
BERT v2 + Llama 3.1) falls short compared to existing ap-
proaches, all multi-modal RAG pipelines outperform their
text-based counterpart. Notably, the M3DOCRAG delivers
the state-of-the-art results on MP-DocVQA.

5.3. Additional Analysis of M3DOCRAG

Different page indexing: speed and accuracy. In Ta-
ble 6, we analyze the speed and accuracy of M3DOCRAG
pipeline with different document embedding indexing
methods. While the naive indexing with exact search
(FlatIP) is slow (21s per query), we find that us-
ing approximate indexing such as inverted file [53, 68]
(IVFFlat) and product quantization [28] (IVFPQ) can re-
tain most of the accuracy, while making the search signifi-
cantly faster (< 2s per query). We use FlatIP+IVFFlat
indexing by default, and users can choose appropriate in-
dexing methods depending on their requirements.

Different QA models. In Table 7, we compare four
different QA models in the M3DOCRAG framework:
Idefics2 8B [34], Idefics3 8B [33], InternVL2 8B [12], In-
ternVL2.5 [13] and Qwen2-VL 7B [60]. The Qwen2-VL
7B model outperforms other MLMs in all three bench-
marks. Thus, we use the model as the default MLM com-
ponent for M3DOCRAG.

Different retrieval models. In Table 8, we compare
different text-only (ColBERTv2 [51]) and multi-modal
(CLIP [50], DSE [41], VisRAG [65], and ColPali) re-
trieval models on M3DOCVQA. ColBERTv2 and ColPali
use late-interaction [30] score calculation, while DSE and
CLIP use dot-product scores. We find that ColPali achieves

Table 6. Speed-accuracy tradeoff with different indexing strategies
on M3DOCVQA. Backbones: ColPali + Qwen2-VL 7B.

# Pages Indexing Latency (s) (↓) Accuracy (↑)

Retrieval VQA EM F1

1 FlatIP 21.0 1.1 28.9 33.7
1 FlatIP + IVFFlat 1.8 1.1 27.9 32.3
1 FlatIP + IVFPQ 0.2 1.1 25.9 30.3

2 FlatIP + IVFFlat 1.8 2.4 29.9 34.6
2 FlatIP + IVFPQ 0.2 2.4 29.0 33.5

4 FlatIP + IVFFlat 1.8 4.8 31.4 36.5
4 FlatIP + IVFPQ 0.2 4.8 29.9 34.7

Table 7. Comparison of different QA models within RAG
pipelines, evaluated on M3DOCVQA.

QA models M3DOCVQA

F1 ↑
M3DOCRAG w/ ColPali
Idefics2 8B 27.8
Idefics3 8B 31.8
InternVL 2 8B 30.9
InternVL 2.5 8B 32.1
Qwen2 VL 7B 32.3
Qwen2.5 VL 7B 29.1

Text RAG w/ ColBERTv2
Llama 3.1 18.8
InternVL 2.5 (text only) 17.5
Qwen2 VL 7B 19.5
Qwen2.5 VL 7B 20.9

Table 8. Comparison of different retrieval models on
M3DOCVQA. QA model=InternVL 2.5. Batch size=1. Preci-
sion=bfloat16. Measured on a single A6000 48GB GPU.

Retrievers Embedding Time Embed/Index Storage Accuracy

(s/page) ↓ (KB/page) ↓ F1 ↑
Text RAG w/ OCR
ColBERTv2 2.21 60.6/118.7 17.5

M3DOCRAG
CLIP (ViT-L/14) 0.04 1.7/3.1 23.8
DSE (Qwen2-2B) 0.15 3.2/6.2 26.6
VisRAG 0.37 4.7/9.2 24.7
ColPali 0.08 227.8/530.4 32.1

the best performance in M3DOCVQA, even outperforming
DSE trained on Wikipedia document screenshots, showing
the effectiveness of late-interaction approaches for multi-
modal document retrieval. Thus, we use ColPali as the de-
fault retrieval model for M3DOCRAG. Users should note
that late-interaction approaches (ColBERTv2 and ColPali)
requires more storage requirements than dot-product ap-
proaches (CLIP, DSE, and VisRAG), as they store multiple
vectors instead of a single vector per document.
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Days Gone 21 languages
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Days Gone

Developer(s) Bend Studio

Publisher(s) Sony Interactive
Entertainment

Director(s) John Garvin
Jeff Ross

Producer(s) Darren Yager

Designer(s) Ron Allen

Programmer(s) John Hoffman

Artist(s) Donald Yatomi

Writer(s) John Garvin

Composer(s) Nathan Whitehead

Engine Unreal Engine 4

Platform(s) PlayStation 4
Windows

Release PlayStation 4
April 26, 2019
Windows
May 18, 2021

Genre(s) Action-adventure

Mode(s) Single-player

From Wikipedia, the free encyclopedia

Days Gone is a 2019 action-adventure video game developed

by Bend Studio and published by Sony Interactive

Entertainment. The game was released for the PlayStation 4
in April 2019. A Windows port was released in May 2021.

Days Gone is set in post-apocalyptic Oregon two years after
the start of a pandemic that turned a portion of humanity into

vicious zombie-like creatures. Former outlaw-turned-drifter

Deacon St. John discovers his wife Sarah, having been
assumed dead, may still be alive and goes on a quest to find

her. The game is played from a third-person perspective in
which the player can explore an open world environment.

Players can use firearms, melee weapons, and improvised

weapons, and can use stealth to defend themselves against
hostile humans and cannibalistic creatures known as

Freakers. A major game mechanic is Deacon's motorcycle,
which is used as the player character's main mode of

transportation.

Days Gone was Bend Studio's first open-world project, its first
original property since Syphon Filter (1999), and its first

development project for home consoles after spending
decades working on spinoff games for handheld consoles. The

game's development took approximately six years; Bend

Studio expanded nearly three-fold to support it. Major sources
of inspiration for Days Gone were World War Z, The Walking
Dead and Sons of Anarchy. The game was unveiled at E3
2016; its release was originally planned for 2018 but was

delayed several times.

Upon release, Days Gone received mixed reviews from critics,

who criticized the game's mission design and technical issues

but praised the graphics, artificial intelligence, and Sam Witwer's performance as Deacon, while the story

Create account Log in

Bend Studio 18 languages

Article Talk Read Edit View history Tools

Bend Studio

Formerly Blank, Berlyn & Co., Inc.
(1992–1995)
Eidetic, Inc. (1995–2000)

Company type Subsidiary

Industry Video games

Founded 1992; 32 years ago

Founders Marc Blank
Michael Berlyn

Headquarters Bend, Oregon, US

Key people Christopher Reese (studio
director)

Products Bubsy 3D
Syphon Filter
Days Gone

Number of
employees

150+[1] (2022)

Parent PlayStation Studios
(2000–present)

Website bendstudio.com

From Wikipedia, the free encyclopedia

(Redirected from SIE Bend Studio)

Bend Studio (formerly Blank, Berlyn & Co., Inc. and Eidetic,
Inc.) is an American video game developer based in Bend,

Oregon. Founded in 1992, the studio is best known for

developing Bubsy 3D, the Syphon Filter series, and Days
Gone. Since 2000, Bend Studio is a first-party developer for

PlayStation Studios.

History [ edit ]

Marc Blank and Michael Berlyn founded Bend Studio as

Blank, Berlyn & Co. in 1992.[2][3] Blank had been a founder

and the product development director for Infocom, while
Berlyn, an author of adventure games, had previously worked

at Infocom before moving to Accolade.[2] Blank was
approached by a California company after an employee had

used Cornerstone, a software package by Infocom, and

remembered that the company also developed games. That
company was looking to release a "sound-oriented game

machine for cars", for which Blank suggested a series of
sports games that would sound like radio broadcasts. The

project never went into production and Blank repurposed the

idea for an American football video game with an ambiance
resembling a TV broadcast. In 1992, he pitched the idea to

Berlyn, wondering whether Accolade would be interested in such a title.[2]

A few months after the 1993 release of Bubsy in Claws Encounters of the Furred
Kind, when Berlyn was on hiatus at Accolade, they began developing games

under the Blank, Berlyn & Co. name. Blank became the president of the new
company.[2] The company's first games were the puzzle video games Columbo's
Mystery Capers and Dell Crossword Puzzles for the Apple Newton. Both were
released in November 1993 by StarCore, Apple's publishing label for the

Newton.[4][5] Two further such games, Dell Crossword Puzzles and Other Word

Create account Log in

Question:	“SIE	Bend	Studio's	2019	game	cover	has	man	leaning	on	what?”

ColPali	+	Qwen2-VL	7B:	“motorcycle”

Top 2 pages retrieved by ColPali

Figure 4. Qualitative example of M3DOCRAG on M3DOCVQA.
Image regions relevant to the question/answer are highlighted with
orange boxes. The answer is only stored visually within the game
logo, where a man is leaning on a motorcycle. Best viewed by
zooming in for details. See additional examples in appendix.

Document as pixels vs. text. We compare pixel-based
and text-based representations of documents using the same
MLM, InternVL 2.5, which can optionally take image in-
put. The blue rows of Table 7 show that the pixel-based
representation outperforms the text-based representation of
documents. Table 8 also shows that text embedding (based
on OCR) from PDFs is much slower than visual embedding
due to additional costs incurred by the OCR model.

5.4. Qualitative Examples
we provide qualitative examples of M3DOCRAG (ColPali
+ Qwen2-VL 7B)’s question answering results on several
M3DOCVQA examples. In Fig. 4, the answer information
is only visually stored within the game logo (‘man is leaning
on a motorcycle’), and M3DOCRAG could find the infor-
mation. Please see the appendix for additional qualitative
examples where M3DOCRAG can tackle M3DOCVQA
questions whose answer source exists in various modalities.

6. Related Work
Document visual question answering. Mathew et al.
[44] proposed document visual question answering
(DocVQA) task, where a model extracts information
from documents by treating them as images, as in
generic visual question answering [1]. Most research
on DocVQA focuses on handling a single-page docu-
ment [23, 24, 31, 35, 43, 44, 56, 59, 64], and it has
been now a common practice to include the single-page
DocVQA [44] as a part of the image understanding eval-

uation suite among recent MLMs [7, 12, 21, 33, 47, 60].
Several recent works propose DocVQA benchmarks with
multi-page documents [15, 16, 32, 42, 58]. However, all
previous DocVQA benchmarks have focused on handling
questions in the context of a specific document, such as
“What was the gross profit in the year 2009?”. While
this is probably due to the limited context length of the
backbone multi-modal LMs, this does not reflect real-world
scenarios, where users often ask questions that require
information across different pages/documents. We address
the limitation by proposing M3DOCVQA that benchmarks
open-domain document understanding capabilities from
over 3,000 documents.

Retrieval-augmented generation. Retrieval-augmented
generation (RAG) [36] has emerged as a hybrid approach
combining retrieval systems with generative models to im-
prove the quality and relevance of generated content [20].
RAG has been widely studied for open-domain question an-
swering [2, 22, 25, 29, 40, 67], where the community has
well-established practices for text-based pipelines. A line of
work in VQA studies RAG on visual questions that require
world knowledge [11, 45, 52, 63], but their retrieval context
is usually generic images and/or short text snippets and does
not cover DocVQA settings. To the best of our knowledge,
no prior work has explored RAG for multi-modal docu-
ment understanding only with multi-modal models (instead
of using OCR methods). Our M3DOCRAG tackles open-
domain question answering over documents with complex
multi-modal contexts.

7. Conclusion
We introduce M3DOCVQA, the first benchmark that eval-
uates open-domain multi-modal document understanding
capabilities. In contrast to previous DocVQA datasets
that evaluate question answering within the context of sin-
gle document, M3DOCVQA offers a challenging ques-
tion answering task where the answers exist among 3,000+
PDF documents, totaling more than 40,000 pages, con-
taining various modalities such as images, text, and ta-
bles. We also introduce M3DOCRAG, a multi-modal
RAG baseline that flexibly accommodates various doc-
ument contexts, question hops and evidence modalities.
We benchmark state-of-the-art methods and M3DOCRAG
baseline in three datasets: M3DOCVQA, MP-DocVQA,
and MMLongBench-Doc. Existing methods struggle with
open-domain document understanding in M3DOCVQA,
and M3DOCRAG achieves the text-only RAG baseline, but
there remains large room for future improvement. We hope
our work encourages future advancements in multi-modal
frameworks for document understanding, paving the way
for more robust, scalable, and practical solutions in real-
world applications.
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scale similarity search with gpus. IEEE Transactions on Big
Data, 7(3):535–547, 2021. 5

[28] Herve Jégou, Matthijs Douze, and Cordelia Schmid. Product
quantization for nearest neighbor search. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 33(1):117–
128, 2011. 7

[29] Vladimir Karpukhin, O Barlas, Sewon Min, Patrick Lewis,
Ledell Wu, Sergey Edunov, Danqi Chen, and Wen-tau Yih.
Dense Passage Retrieval for Open-Domain Question An-
swering. In EMNLP, pages 6769–6781, 2020. 8

[30] Omar Khattab and Matei Zaharia. ColBERT: Efficient and
Effective Passage Search via Contextualized Late Interaction
over BERT. SIGIR 2020 - Proceedings of the 43rd Inter-
national ACM SIGIR Conference on Research and Develop-
ment in Information Retrieval, pages 39–48, 2020. 4, 7

[31] Geewook Kim, Teakgyu Hong, Moonbin Yim, JeongYeon
Nam, Jinyoung Park, Jinyeong Yim, Wonseok Hwang, Sang-
doo Yun, Dongyoon Han, and Seunghyun Park. Ocr-free
document understanding transformer. In European Confer-
ence on Computer Vision (ECCV), 2022. 8

[32] Jordy Van Landeghem, Rafał Powalski, Rubèn Tito, Dawid
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