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Figure 1. The diversity metrics with different vision foundation models and images generated by different CfG scales.

1. Additional Implementation Details

1.1. Special Template Generation

We design a specialized template in the form: A photo
of {a, several, a school of} {class} in
{place}.. Generating these templates requires iden-
tifying potential locations where the object might be
found. Inspired by [5], we sample all 365 categories
from the Places-365 dataset [6] and prompt LLM (.e.,
LLaMA?2 [2]) with the query: Is it possible to
find a {class} in the {place}? Answer
Yes or No.. The responses from the LLM are then
aggregated to determine the possible backgrounds for each
object class and form special templates.

1.2. Optimal Transport for Domain Gap

We adopted Optimal Transport(OT) to calculate the domain
gap between real and synthetic images. The cost matrix M.
of OT between two set of images are defined as:
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where fi’s’c and fjmc are normalized image embeddings
from real and synthetic images of class c.

The optimization target of OT is:
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The OT between Z-’Svc and fj,r,c represents the domain
gap between two sets of images.

Method ‘ Backbone ‘ All  Many Medium Few
Baseline | ResNet-50 | 42.0 612 351 126
Only-100 ResNet-50 | 18.9 194 18.7 18.3
Random-100 | ResNet-50 | 41.3  59.5 33.8 13.0
Add-100 ResNet-50 | 48.1  64.9 424 214
Only-200 ResNet-50 | 23.1 239 22.8 22.1
Add-200 ResNet-50 | 50.5 67.0 45.0 23.6
Only-300 ResNet-50 | 25.5 25.8 252 25.1
Add-300 ResNet-50 | 51.8  68.0 46.1 26.7
Only-400 ResNet-50 | 27.3 279 272 26.1
Add-400 ResNet-50 | 52.3  68.3 46.9 26.3
Only-500 ResNet-50 | 28.1  29.0 27.6 26.8
Add-500 ResNet-50 | 52.7  68.6 47.5 26.4

Table 1. The Top-1 accuracy in % on ImageNet-LT dataset. More
results of Add-n and Only-n experiments

2. Additional Experiments

2.1. Experimental Results of Random-n, Add-» and
Only-n

As we mentioned in Sec. 3.3.1, we conduct Random-n,
Add-n and Only-n on ImageNet-LT [4] dataset. The ex-
perimental results are shown in Tab. 1. The Random-100
shows worse performance than the Baseline and Add-100
experiment, which indicates the effectiveness of the added
synthetic data. Meanwhile, with the n increase, both Add-n
and Only-n achieve better performance.

2.2. Diversity Metrics

Following previous works [, 3], we use the standard de-
viation of the cosine similarity between image features as
the diversity metrics (described in Sec. 3). Additionally, we



Figure 2. The visualization results of synthetic images generated for the ImageNet-LT dataset. Class name: Sea lion, Llamma,

Otter, Container ship, School bus, and Umbrella.

Experiment ‘ Prompts ‘ All Many Median Few
Baseline ‘ - ‘ 420 612 35.1 12.6
SynFusion CLIP template | 47.5  64.5 41.4 21.2
SynFusion LLM generated | 46.1  63.7 39.7 194
SynFusion Special template | 48.1  64.9 42.4 214

Table 2. The experimental results on ImageNet-LT with generated
images from different prompts, additional data n=100.

explored another two diversity metrics and check the effec-
tiveness of all three metrics with images generated by dif-
ferent Classifier-free Guidance (CfG) scales. The metrics
are formulated as follows:

Cosine similarity standard deviation. The diversity met-
ric which we utilized in the paper:
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Euclidean standard deviation. The standard deviation can

also be measured by the Euclidean distance between gener-
ated image features:
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Singular value. All normalized generated image features
fc € R? can be stacked as a feature matrix My =
[fo,a~-.,in,c] € R™ <. The singular value decomposi-
tion (SVD) of Mz will generate a set of singular value
o = {o1,...}, where o1 € [0,1] is the largest singular
value. According to Principal component analysis (PCA),
the o; represents how the data varies along the first princi-

pal component, which can be used as the diversity metric:

Distd =1- agq. (5)

As shown in Fig. 1, with the increasing of the CfG scales,
all three diversity metrics decrease, which follows the as-
sumption that the lower CfG scales are, generated images
are more diverse. However, the scale Divg;y is highly re-
lated to the vision models, and both Div.,s and Divg,, are



Figure 3. The visualization results of synthetic images generated for the Places-LT dataset. Class name: Library, Highway,

Ocean, Volcano, Gas station, and Glacier.

in [0, 1]. Therefore, we use Div,s as the diversity metric in
the main paper.

3. Visualization of Generated Images

3.1. Synthetic Images for Different Datasets

ImageNet-LT. As shown in Fig. 2, there are some
visualization results from synthetic images generated
for ImageNet-LT dataset with classes as: Sea lion,
Llamma, Otter, Container ship, School
bus, and Umbrella

Places-LT. As shown in Fig. 3, there are some visualiza-
tion results from synthetic images generated for Places-LT
dataset with classes as: Library, Highway, Ocean,
Volcano, Gas station, and Glacier.
iNaturalist. As shown in Fig. 4, there are some
visualization results from synthetic images gener-
ated for iNaturalist 2024 dataset with classes as:
Accipiter cooperii, Aepyceros melampus,
Sylvilagus cunicularius, Cygnus
buccinator, Chaetodon lineolatus, and
Lacrymaria lacrymabunda.

3.2. Synthetic Images with Different Recognizabil-
ity and Diversity

As shown in Fig. 5 and 6, images with different recogniz-
ability and diversity are shown. Images with low and high
diversity are shown in Fig. 5. Images with low and high
recognizability are shown in Fig. 6.
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Figure 5. The visualization results of images with different diversity.
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Figure 6. The visualization results of images with different recognizability.



