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Supplementary material

A. Experimental settings
A.1. Datasets

We remove reference images from the ConsistID-Benchmark that may appear in our training data using both manual and
automated filtering methods. (1) Manual filtering: For each reference image in the ConsistID-Benchmark, we compute its
cosine similarity with all training images and identify the most similar one. Human evaluators then determine whether the
two images depict the same person. If so, all reference images of the corresponding identity are excluded. (2) Automated
filtering: All reference images of an identity are discarded if any training image has a cosine similarity greater than 0.45 with
one of its reference images.

A.2. Implementation details

In the first stage, we randomly select one reference image from a set of five for each video. Traditional data augmentation
techniques, such as flipping, are not used for face images, as they can cause data augmentation leakage [4], leading the model
to learn the augmented data distribution rather than the original distribution. For instance, horizontal flipping may result in
incorrectly mirrored faces in generated videos.

A.3. Baselines

We try our best not to change original settings of baselines to maintain their original capabilities. IDAnimator [2] and
ConsisID [5] can produce 16-frame and 49-frame videos at a resolution of 480 x 720, respectively. The multi-identity
baseline Ingredients [1] generates 49-frame videos at a resolution of 480 x 720, integrating two distinct identities.

A.4. Training cost

The first, second, and third stages of training in the single-identity scenario required 3,260, 2,104, and 135 NVIDIA H800
GPU hours, respectively, with the cost of the third stage being negligible.

A.S5. Limitations

Similar to common video generation models, our approach faces challenges in preserving the integrity of human body struc-
tures, such as the number of fingers, when handling particularly complex motions. In this paper, we focus on the single-
identity scenario, and further improvement and evaluation of Concat-ID’s performance in multiple-identity and multi-subject
scenarios is left for future work.
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Identity consistency Text alignment Facial editability

Method

ArcSim 1T CurSim 1 ViCLIP 1 CLIPDist 1
Concat-ID (Stage I) 0.560 0.581 0.237 0.274
Concat-ID (Stage II) 0.185 0.200 0.248 0.434
Concat-1D (Stage IITI) 0.442 0.466 0.242 0.325

Table 1. Quantitative ablation. Stage I, Stage II, and Stage III indicate the pre-training stage, cross-video stage, and trade-off stage of
Concat-ID, respectively. The second-best result is underlined. Concat-ID in the third stage demonstrates the optimal balance.

B. Multiple identities and subjects

B.1. Multi-identity scenarios

Through the data construction process of pre-training pairs, we obtain approximately 300,000 videos featuring two identities.
For each identity, we determine the sequence order by computing the mean horizontal position of face boxes across all
reference images. We discard reference images where the face position does not align with the determined sequence order.
Next, we construct cross-video pairs by independently processing each identity within a video. Finally, we collect around
8,000 videos, each of which contains identities that have corresponding cross-video reference images.

A similar strategy is used to construct three-identity training data, resulting in a final dataset of approximately 40,000
pre-training videos. For cross-video pairs, we retain videos in which at least two identities have corresponding cross-video
reference images, resulting in about 2,000 videos.

For multiple identities, the pairing cosine similarity ranges between 0.87 and 0.97. We initialize the model using single-
identity pre-training weights and train it only on the first two stages (i.e., the pre-training stage and cross-pair fine-tuning
stage). Our findings indicate that single-identity pre-training facilitates multi-identity convergence and enhances identity
consistency.

B.2. Multi-subject scenarios

We select a subset from the cross-video pairs of single-identity, comprising approximately 200,000 videos, where the pairing
cosine similarity ranges between 0.87 and 0.97. To achieve virtual try-on, we use Grounded-SAM-2! to detect and segment
the clothing of identities. For background-controllable generation, we extract the first frame and use Grounded-SAM-2 to
obtain human masks. We then apply SDXL? to inpaint the masked areas to get bacground images, using a randomly selected
classification label from YOLO as input prompts.

We use weights from single-identity pre-training as initialization and apply only random horizontal flip augmentation to
clothing images. Additionally, we introduce random noise to both the background and clothing images during training. In
multi-subject scenarios, we only train models on the cross-pair fine-tuning stage.

In this paper, we focus on the single-identity scenario, and improving the performance of Concat-ID in multiple-identity
and multi-subject settings is left for future work. To maximize model performance, we independently train different special-
ized models for specific tasks. The development of a comprehensive model capable of addressing multiple tasks simultane-
ously remains a direction for future research.

C. Ablation study

Tab. | presents the quantitative ablation study of Concat-ID. The pre-training stage achieves the best identity consistency
(i.e., ArcSim and CurSim) but has the worst facial editability (i.e., CLIPDist ). However, the cross-video stage significantly
improves CLIPDist but degrades ArcSim and CurSim. In the third stage, Concat-ID obtains the second-best results across all
metrics, demonstrating that it achieves an optimal balance. These results highlight the superiority of our multi-stage training
strategy, which balances the knowledge learned in different stages to achieve optimal performance in the final stage.
Trade-off pairs can naturally enhance the identity consistency of Concat-ID, as they maintain better alignment between
reference images and videos compared to cross-video pairs. An interleaved training strategy—alternating between Stage
I for improving identity and Stage II for enhancing editability—can also achieve a favorable trade-off, a method similarly
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adopted in Imagine-yourself [3]. However, our multi-stage training approach achieves an optimal balance just by adding a
third stage where we carefully control identity consistency and sample quantity, showing that a simple design can be highly
effective. Furthermore, by constraining the upper bound of identity consistency, we prevent the model from directly copying
and pasting the reference image into the generated video.
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